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Abstract: 

With the arrival of advanced technologies, the search for good documentation has 

become a very sophisticated practice in terms of tools and methods. In this context, a 

librarian seeks to improve his process of investigation and evaluation of pre-existing studies 

before starting a purchase operation. For this reason, three factors were discussed relying on 

artificial intelligence as an integral practice: how to index a document in order to identify the 

most important information, how to summarize a paper or a group of papers by integrating 

the sentences most representative of each other and finally, how to classify the citations in 

order to clearly identify the most popular studies over the others. 
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1. INTRODUCTION 

 

Nowadays, technology is no longer 

considered as an IT tool, but beyond that is 

considered as an integral practice. 

According (Cave, 2019, p. 4), some 

studies observe that advanced technologies 

such as artificial intelligence (AI) will 

become a cornerstone of the global 

economy here with a global investment 

rate of $150 trillion by 2025. In this 

regard, this new intention towards 

technology opens horizons for users to 

exploit the different work environments 

presented by the different characteristics of 

specific tasks (Spies and al, 2020, pp. 397-

408). At this level, the technology can also 

identify the scientific achievements made 

by researchers via indicators, which can 

thus adapt the source of information to the 

benefit of the user. 

 Faced with this new trend, 

librarianship has become a discipline 

framed by approaches and models that 

manages all scientific and academic 

resources. In this context, the adoption of 

AI can improve library services and 

provide access to accurate information 

(Yusuf and al, 2022, p. 4). At this stage, 

having access to rich and relevant 

information is the primary mission of a 

librarian buyer. A set of practices can be 

used to develop programs for effective 

reference services, appropriate digitization 

of scholarly literature, and identification of 

appropriate subject categories. These 

operations are based on a strong 

exploitation of artificial technology which 

allow a better analysis of the metadata 

linked to the new scientific collection; its 

level of indexing, its reference services, its 

capacity to search and find information 

and finally to know how to ensure a very 

precise delivery to the whole of the 

community in particular the authors 

classified at the first rank. 

In this article, we seek to discover 

how AI can help librarian buyers to 

conduct a scholarly resource buying 

operation by studying past research done 

by faculty. 
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2. RESEARCH MODEL 

 

 

Fig N0(01): Conceptual model 

 

   Step 1 

 

 

     Step 2 

 

 

 

    Step 3                                              Source: Our elaborations 

 

 

 

3. THEORETICAL 

BACKGROUND  

 

The popular question of how 

libraries can become a scientific and 

academic support institution for 

universities and their scientific bodies. The 

answer to this question is how we envision 

the profound changes that AI can bring as 

a powerful integrated tool for robust 

documentation, making scientific 

resources discoverable, researchable, and 

peer-analyzed (Massis, 2018, p. 5).  

In order to increase the achievement 

of this primary objective of a library, the 

activity of finding good documentation has 

become a very specific task. In this respect, 

according to (Salau and Oluwade, 2017, p. 

5) with the growth of information and 

communication technologies (ICT), many 

other avenues for the flow of information 

are opening up. Knowing how to find the 

path of acquisition of generally electronic 

scientific resources is a major concern for 

librarian buyers. At this stage, a librarian 

must think about the criteria that guide the 

process of acquiring good documentation 

while ensuring the best quality 

dissemination of information to the public. 

The following table illustrates the main 

factors and AI methods used to approve a 

scientific reference before the start of a 

purchase operation.  

 

Table N0(01): The factors and AI methods used to approve a scientific reference 

 

Main analysis 

factors 

Objectifs IA methods References 

 

 

Indexing and 

tagging 

Identify the most 

relevant documents 

based on AI tools 

that improve 

consistency and 

quality, as concepts 

will be identified and 

corresponding 

keywords assigned. 

Keyword 

augmentation and 

screening (NKAS); 

Natural language 

processing (NLP); 

Geoparsing; 

TimeBank corpus. 

TimeML; ISO-

TimeML; THYM; 

RelEx algorithm 

(Ma, J and al., 2022, 

p. 5); (Saart, and 

Tuominen., 2020, p. 

6); (Ng, and al , 

2020, pp. 186-191); 

(Mogali, 2014, p. 

198); (Bischoff and 

al., 2008, pp. 193–

202); (Voorbij, 2012, 

p. 12); (Furner, 2007, 

pp. 47-51) 

 The ultimate goal is DQN (Deep Q- (Widyassari and al., 

Citations 

 

IA system 

Content summary  

 

Indexing and tagging 

Acquisition intent 
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Content summary  

to present one or 

more text documents 

while retaining the 

main information 

content using a 

machine. 

Network) ; 

systematic literature 

review (SLR); 

ROUGE-L uses 

Longest Common 

Subsequence (LCS). 

2019, pp. 491-496); 

(Rajasekaran, and 

Varalakshmi., 2018, 

pp. 456-460); (Day 

and Chen., 2018, pp. 

478-484); (Lin, 2004, 

pp. 74-81) 

 

Citations 

 

Citation is a rich 

source of information 

for researchers and 

can be used to create 

exciting new ways to 

browse data. 

Stanford CoreNLP (Iqbal and al., 2021, 

pp. 6551-6599); 

(Manning and al., 

2014, pp. 55-60); (Di 

Iorio and al., 2013, 

pp. 63-74) 

 

Source: Our elaborations 

 

3.1 Indexing and tagging  

Librarian buyers seek to increase the 

efficiency and effectiveness of access to 

rich and relevant information for the 

research community. In order to achieve 

this goal, an intelligent system for 

retrieving and using information resources 

is highly recommended. According to (Cao 

and al, 2018, pp. 811-825) scientists and 

professionals have created systems that 

can be thought and decided instead of the 

librarian. In this regard, a librarian buyer 

performs a routine and repeated operation 

to reach the desired source of information. 

For this reason, according to (Gerolimos, 

2013, pp. 36-58) indexing documents by 

keywords helps librarians and users during 

the documentary research phase. This 

operation consists of identifying concepts, 

translating these concepts into verbal 

descriptions and selecting and assigning 

controlled vocabulary terms that are 

conceptually equivalent to verbal 

descriptions. 

According to (Ma and al, 2022, p. 5) 

the process of word indexing involves one 

in three distinct phases. The first phase 

emphasizes generic word searches and 

usually starts with two or three user-

defined keywords to reach a large list of 

references. In the second phase, the search 

operation is more rigorous than the first. In 

this regard, correlated words, synonyms, 

close words, closest words, related words 

will also be considered to access the 

second level of indexing. This indexation 

taxonomy is based on a database collected 

on the basis of a large number of research 

articles with open access information 

sources. To achieve this level of 

involvement, a source code based on a 

natural language (NLP) introduces the 

basics of research by a librarian. 

According to the NKAS approach based 

on the technical NLP, two operations were 

followed: 

1. Abstracts were limited to sentences; 

even the title was considered a single 

sentence. 

2. The abbreviations were recorded, at the 

same time; the original words related 

to the field have been codified in the 

database. 

 

The last phase called screening phase 

consists of two distinct steps. The first is 

based on a general elimination according 

to a set of criteria are the impact factor of 

the journal, the type of article, the research 

methods (simulated study or experimental 

study) and the structure of the article (such 

as the presence or lack of a requested 

abstract). The second is based on a specific 

elimination dedicated to a particular 

subject. In this regard, the indexing system 

can be based on scores that value the 
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relevance and non-relevance of one article 

over another. This classification is done in 

a systematic way where each word 

presents a score either positive or negative. 

At the end of the operation, the relevant 

articles come to light following 

preconditions established by the library 

community. 

In addition, the study conducted by 

(Ng and al, 2020, pp. 186-191) showed 

how to identify the places from which the 

events related to the field of research come 

from how they will be reported in order to 

help locate the desired studies. Geoparsing 

is a combined process of geolocation and 

geocoding based on geographical 

coordinates such as cities and the country 

where this resource comes from 

(GeoNames, 2020). Then, the geoparsing 

approach consists in characterizing the 

toponyms by a set of characteristics such 

as the name of the toponym, the position 

of the first and the last character in the text, 

the length of the characters and so on. 

From there, all the information retained 

will then be processed by calculation 

methods linked to each toponym stored in 

a location database. This is done in order 

to assign the corresponding coordinates to 

each spatial classification (Santos and al, 

2015, pp. 375-392) and therefore know 

how to link each resource with the nearest 

neighboring toponym (DeLozier and al, 

2015, p. 451) 

The chronological determination of 

the event is necessary to fix the 

chronological order and the coherence 

between the events. It is very important to 

make the distinction between an article 

reporting a recent event and an earlier 

article known to the scientific community. 

In this context, the best-known temporal 

identifiers are not limited to the date of 

publication of a scientific article, and the 

date of first reception, but beyond, two 

analysis operations can be exploited: 

 

1. First, temporal relation mining focuses 

on classifying temporal relations 

between extracted events and temporal 

expressions. We quote a passage from 

the article defining the time factor as 

the first introduction of AI which dates 

back to the 1960s, the global death rate 

from the pandemic has reached 

6,315,932 deaths since March 2020 

(Worldometer, 2020). 

2. Second, temporal reasoning focuses on 

the chronological order of events by 

inference. For this reason, several 

temporal extraction systems have been 

delivered, notably TimeML (developed 

for the temporal extraction of news 

articles in finance); ISO-TimeML (a 

revised version of TimeML); and 

THYM (developed for temporal 

extraction in patient records). 

In addition, counted the number of 

cases in a scientific paper and strongly 

requested by researchers. Everyone is 

looking for statistics on a situation and an 

event, whether economic, cultural, 

environmental and even health. Based on 

this information, the artificial intelligence 

techniques that are used by our librarian to 

determine the number of cases of an event 

such as the number of cases of foodborne 

diseases, the number of innovative 

entrepreneurial projects, the number of 

patents already deployed by companies... 

in all of its information will help librarians 

track and predict how an event will unfold 

and the importance of acquiring its 

resources. As an example the RelEx 

algorithm, an algorithm aims to identify 

sentences in news articles that report the 

number of cases of foodborne illnesses 

( Nasheri and al , 2019). 

 

3.2 Content summary  

With the increasing number of 

publications covering the entire field of 

research, the task of evaluating pre-

existing work is quite a complicated task. 

In this regard, the arrival of advanced 

technologies serves to promote the 

analysis of scientific documents in an 

automatic way so that information arrives 

more quickly and more precisely without 
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losing the original meaning of the original 

documents. 

To successfully carry out a 

documentary investigation task, the basic 

principles of documentary analysis desired 

by a librarian must respect the following 

constraints: 

 

a- Number of targeted documents such as: 

single document and multi-document. 

b- Opted analysis techniques such as: 

extractive and abstract. 

c- Desired classification such as: 

supervised and unsupervised. 

e- Its use such as: informative, indicative 

and critical summaries. 

The number of targeted documents is 

a major factor in the process of 

investigating scientific resources published 

by professors. For this purpose, we either 

focus on a single paper from a reputable 

researcher or publisher while building on 

the key concepts of the article (Sarkar, 

2013, pp. 602-620). Therefore, the 

multiple documents are used to determine 

a detailed overview of the research area 

either based on the publication period, or 

the same subject from one document, or 

information comes from several sources 

(Widjanarko and al, 2018, pp. 520-524). 

The second most important factor in 

generating a report on the work performed 

is the type of extraction technique used. In 

this regard, the first is to extract keywords 

and paragraphs to generate summaries. 

The generated summary is entirely 

composed of extracted content (Khan and 

Salim, 2014). The second technique based 

on abstract reasoning is the one that 

generates summaries by creating new texts 

or using words that are not in the original 

text. More explicitly, (Rajasekaran  and 

Varalakshmi, 2018, pp. 456-460) see that 

the extractive technique seeks to select the 

main important sentences of the document 

using different statistical methods. On the 

other hand, the abstractive technique 

creates a semantic representation of the 

input text to generate a summary. 

The third factor is presented by the 

desired type of classification based on 

supervised and unsupervised learning. The 

first aims to the synthesis of the text by 

identifying events related to a research 

area such as “Covid 19” and its impact on 

society. As a result, a graphical 

classification will be deployed based on 

the set annotations. We cite AdaBoost as a 

very sophisticated algorithm using to 

summarize text in Arabic (Belkebir and 

Guessoum, 2015, pp. 227-236). On the 

other hand, unsupervised learning 

techniques do not rely on clear instructions 

and guidelines (Yousefi-Azar  and Hamey, 

2017, pp. 93-105). On the contrary, data 

mining techniques are in great demand in 

this field of investigation using statistical 

methods such as K-Means, clustering 

machine learning, etc. Therefore, this 

classification can help to group similar 

sentences and thus have the possibility to 

choose the most appropriate sentence from 

each group used in order to compile the 

summary.  

The last factor presents the three 

types of text summary provided following 

a compilation of the various parameters 

presented above namely; informative 

summaries, indicative summaries, and 

critical summaries. According to 

(Wibisono and Hendratmo, 2007, pp. 454-

470), informative summaries provide 

details of the main information or a 

summary of the text in a few lines of 

summaries, indicative summaries these 

summaries only provide an indication of 

the text and contain only partial 

information about the text. Finally, critical 

summaries are also called evaluative 

summaries because they capture the 

author's summary according to a given 

topic. 

Once the text is pre-selected and the 

analysis parameters are set, the technology 

is used to produce summaries according to 

the AI techniques used. The technique 

proposed by (Lin, 2004, pp. 74-81) based 

on graphs and machine learning to 

evaluate each sentence, then chooses the 
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best set of sentences to generate 

summaries. ROUGE-L uses Longest 

Common Subsequence (LCS) technique is 

one of the artificial intelligence techniques 

to calculate the similarity score between 

the selected abstract and the reference 

abstracts. In this respect, this technique 

offers the possibility to generate word 

pairs in sentence order, allowing calculates 

the deviations of the percentage of 

matched pairs between the candidate's 

summary and the reference summaries. 

Therefore, this AI technique does not 

assign any score to a sentence if the 

selected sentence does not have a pair of 

similar words with that of the references. 

In this respect, the extraction of a 

synthesis grouping together a set of studies 

is in fact based on a set of statistical 

methods. For this reason, the most 

commonly used methods for determining 

the importance of sentences in literature 

are listed in the following table: 

 

Table N0(02): Statistical methods that support the development of summaries 

Statistical method Objective 

 

 

Term Frequency-Inverse Document 

Frequency(TF-IDF) 

Refers to the number of times a term (T) 

occurs in the provided input document (D), 

while the inverse document frequency refers 

to the number of times a word occurs in the 

given text corpus at through which it 

measures the salience of a word in the 

document. 

 

Cue Phrases 

This method assigns a weight to sentences 

based on the presence of certain pragmatic 

words (classified as positive or negative) 

such as : “develop”, “meaningful”, “goal”, 

“hardly”, “goal”, “impossible ". ', 'believe' 

etc. These words present the extent of the 

sentence in the text. 

 

Location 

Weights are assigned to sentences based on 

where they appear at the beginning or end of 

the document, such as the conclusion or 

summary, or in the first and last sentences of 

a paragraph. 

 

Sentence centrality (Si) 

Sentence Centrality: The centrality of a 

sentence is derived based on which words 

overlap or appear more frequently in the 

given sentence (If) in a document with the 

other sentences in a document (Others). 

 

 

Topic word 

Terms that appear frequently in a document 

may be more likely to be related to that topic 

and these topic words in a sentence 

contribute more to the calculation of sentence 

scores as follows: 

 

Sentence Score (S) = [Total Number of Topic 

Words in Sentence(s) / (Total Length of 

Sentence(s))& 

 

 

 

Graph theories really revolve around the 
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Linguistic methods 

relationship that unites the sentences 

illustrated using graphs where the sentences 

in the document are represented in the form 

of nodes and the edges represent the 

connection between these sentences. 

 

Grouping methods: This method groups the 

similar sentences or paragraphs into different 

groups to detect a common theme or sub-

topic between them, and then selects the 

textual unit (a representative sentence) from 

these groups one by one to summarize them. 

 

The Singular Value Decomposition (SVD) 

method is applied to capture the most 

recurrent and relevant word combination 

pattern from the input document and 

represents it as singular vectors with the 

sentences containing this pattern. 

 

Fuzzy logic: This approach uses a fuzzy 

analyzer to calculate the rank of each 

sentence in the input source text from its 

statistical parameters. The relationship 

between statistical parameters is described 

using fuzzy rules (if-then rules). High 

ranking sentences are chosen for the final 

summary 

 

 

 

Others 

Other characteristics such as sentence length, 

pronouns in sentences, named entities (proper 

nouns), numeric data, fonts (bold, italics, 

underlined words) and biased words 

(domain-specific words) , etc. are also 

considered more important in calculating 

sentence scores. 

Source: (Rajasekaran and Varalakshmi, 2018, pp. 456-460) 

 

We can illustrate this demonstration 

via an example (see Fig1) that emulates 

how a linguistic sentence can be 

transformed into a summary all based on 

the technique of abstraction with a 

statistical method that seeks to locate topic 

words by pairs. 

 

The formula is as follows: 

 

Sentence Score (S) = [Total Number of 

Topic Words in Sentence(s) / (Total 

Length of Sentence(s))] 
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Fig N0(02): Summary production based on ROUGE technique 

 

 

 

 

 

 

 

 

                     Source                                                         # Source based on supervised 

classification                                           Finding                              

   

                                                                           

                                                                                       

                             

 

 

 

 

 

 

          

 

Source: Our elaborations 

 

Sentence Score (1) = [2 / (128)] = 0, 0156 

Sentence Score (2) = [2 / (132)] = 0, 0151 

 

In the first sentence two domain-

related words were picked up by the 

machine as a result of the linguistic 

database: #new method of 

communication# and #world's major 

publisher's. The detection of the words was 

made following the process of indexation 

made in order to produce a reference list 

adapted to each domain. Once the sentence 

scores are calculated, the sentences are 

ranked in descending order of their scores, 

starting with the highest score at the top to 

the lowest at the bottom. Sentences with 

the highest scores are selected first to 

generate the summary. 

 

The operation of producing a 

summary of a scientific article is carried 

out in a cluster, bringing together all the 

characteristics of extracting a 

homogeneous and significant summary. 

The characteristics of the most frequently 

used extraction methods are: 

1. Know how to identify words related to 

the search field and therefore create 

associations between synonyms, close 

words, closest words, related words all 

based on an indexing taxonomy based 

on a neuro-informatics approach to 

know the DQN (Deep Q-Network) as a 

technique that suggests potential 

actions from the sentence located in the 

selected document (Yao and al, 2018, 

pp. 52-62). 

2. Suggested potential actions presented 

by new concepts will be used to 

paraphrase the original text without 

losing the original meaning of the 

sentence. 

 

3.3 Citations 

The task of a librarian is not limited 

to ensuring access to information, but 

Title 

In the field of AI, libraries are looking for ways to 

develop a new method of communication# with the 

world's major publisher’s Reboot# have become 

highly recommended especially with the 
development of #natural language which deals with 

all kinds of information. 

 

Title 
In the field of AI, libraries are looking for ways to 

develop a( #new method of communication# with 

the #world's major publisher’s #). (#Reboot# have 

become highly recommended especially with the 

development of #natural language#) which deals 

with all kinds of information. 

 

First consideration 

Faced with technological development, 

libraries are looking for ways to develop a 

new style of exchange with major scientific 

producers. 

 Reference 
Statistical 

method 

Machine 

learning 

 Topic linguistic 

database 
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seeks to evaluate the most relevant 

information in order to carry out a 

purchase operation. Relevant information 

is generally the publications that influence 

the research in order to explain the 

framework in which the research took 

place. In this context, citation analysis is 

one of the most frequently used methods in 

research evaluation (Iqbal and al, 2021, pp. 

6551-6599). In this regard, whenever a 

researcher writes an article, he seeks the 

degree of endorsement of this research 

through bibliographic references such as 

pointers to related works, sources of 

experimental data, background information, 

standards and methods related to the 

solution under discussion, etc. The citation 

analysis is subdivided at several levels 

presented in the following table: 

 

Table N0(03): The different dimensions of the citation analysis  

Analysis Dimension Definition Objectifs References 

 

 

Context  

 

When a reference is 

mentioned in the 

body of the citing 

article, the text that 

appears next to the 

mention is called the 

context of the 

citation. 

Context is established 

by the location of the 

citation in the citing 

text, the surrounding 

words, and its 

semantic context, 

each of which has 

implications for all 

parties involved in the 

research. 

 

(Zhu and al,, 2015, 

pp. 408-427); 

(Bornmann and al., 

2018, pp. 427-

437); (Bertin and 

Atanassova, I. , 

2018 , pp. 127-

138) 

 

 

 

Classifications   

 

 

lexical, structural, 

arithmetical, and 

sentimental 

classifications  

Determine the lexical 

field of a citation; 

Determine the 

distribution rate of a 

citation; Determine 

the frequency rate of 

a citation; Determine 

the sentimental 

polarity of a citation 

(Abu-Jbara and al, 

2013, pp. 596-

606); (Iqbal and al, 

2021, pp. 6551-

6599); (Di Iorio 

and al, 2013, pp. 

63-74); (Small, 

2018, pp. 461-

480); (Yang, and 

al. , 2018, pp. 

52205-52217); 

(Agarwal and al., 

2010, p. 11); 

(Wang, and al, 

2012, p. 21) 

(Mifrah and al., 

2018, pp. 145-156) 

Source: Our elaborations 

 

3.3.1 Context of citation 

According (Hu and al, 2015, p. 21) 

the contextual analysis of a citation is done 

according to two parameters: the context 

of the citation and the location of the 

citation. In this regard, according to (Abu-

Jbara and al, 2013, pp. 596-606), a citation 

context is identified based on a set of 

machine-supervised sequence labeling. 

The calculation is performed according to 

six new characteristics by applying the 

technique: 
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#Demonstrative determiners: the current 

sentence contains a demonstrative 

determiner (this, that, those, etc.). 

#Conjunctive adverbs: the current sentence 

begins with a conjunctive adverb (however, 

accordingly, moreover, etc.). 

#Position: position of the current sentence 

relative to the citation. 

#Contains the closest noun phrase: the 

current phrase contains the closest noun 

phrase (method, corpus or tool). 

#Contains the mention of the target 

reference: the sentence contains a mention 

(explicit or anaphoric) of the target 

reference. 

#Multiple references: the quoting sentence 

contains multiple references. 

 

Similarly, location of citation is 

determined based on the recurrent citation 

distribution using the IMRaD structure. 

According to studies conducted by (Hu 

and al, 2015, p. 21), the distribution of 

citations between sections was based on 

350 publications in XML format. Thus, the 

distribution and density of citations are as 

follows: (41.8%) in the introduction, 

(25.2%) in the methods, (25.9%) in the 

results and (7%) in the discussion. We find 

that the introductory part has more 

citations than the other parts. This is due to 

the fact that the subject is being treated as 

a topical issue. On the other hand, if the 

study results suggest that if a publication 

has more citations in the methodology 

section, the focus of the article is on the 

methodology. If an article has an equal 

distribution in terms of citation between 

sections, there is a strong possibility of 

falling into a reflection that tends towards 

criticism. 

 

The study conducted by (Bertin and 

Atanassova, 2018 , pp. 127-138) browsing 

full-text articles seeks to identify the 

sources of information grouping a set of 

multiple in-text references (MIR) and their 

locations. A considerable number of 

databases based on the MIR-PNL 

technique, approximately 80,000 research 

articles published by the Public Library of 

Science in 7 journals were analyzed. In 

this respect, two characteristics were 

considered by the analysis, namely: the 

position of the reference in the IMRaD 

structure for scientific articles in the 

experimental sciences and the number of 

in-text references that make up an MIR in 

the different journals.  

 

In order to identify sentences containing 

MIR, the following steps were taken using 

the Stanford CoreNLP (Manning and al, 

2014, pp. 55-60), as a basic NLP tool: 

1- Segment all paragraphs into sentences; 

2- Identify all references in the text; 

3- Consider the number of in-text 

references in each sentence. 

 

We focus on the part-of-speech 

(POS) tagger, the named entity recognition 

(NER) system and the coreference 

resolution system to show the relevant 

information located in the MIR contexts. 

This function in conjunction with the 

annotators provided with 

StanfordCoreNLP which can work with 

any character encoding, using the JAVA-

based Uni-code language or support for 

other languages (French, German and 

Arabic) is strongly assured. The following 

table presents which annotator with their 

natural meanings: 

 

Table N0(04):  Article splitting markers 

Annotator dimension Role 

Tokenize Tokenizes the text into a sequence of tokens. 

The tokenizer saves the character offsets of 

each token in the input text. 

Cleanxml Removes most or all XML tags from the 

document. 
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Split Splits a sequence of tokens into sentences. 

Truecase Determines the likely true case of tokens in 

text (that is, their likely case in well-edited 

text), where this information was lost, e.g., 

for all upper case text 

Pos Labels tokens with their part-of-speech 

(POS) tag, using a maximum entropy POS 

tagger 

Lemma Generates the lemmas (base forms) for all 

tokens in the annotation. 

Gender Adds likely gender information to names 

Ner Recognizes named (PERSON, LOCATION, 

ORGANIZATION, MISC) and numerical 

(MONEY, NUMBER, DATE, TIME, 

DURATION, SET) entities. 

Regexner A default list of regular expressions that we 

distribute in the models file recognizes 

ideologies (IDEOLOGY), nationalities 

(NATIONALITY), religions (RELIGION), 

and titles (TITLE) 

Xref Tagged all references in the text that were 

identified by the previous processing with 

tags 

Source: (Manning and al, 2014, pp. 55-60)  

 

A sequence of tags embedded in the 

body. This allowed us to examine the most 

frequent types of contexts from the point 

of view of their syntactic structures. The 

results indicated that: a) MIR appears 

frequently in all sections (approximately 

41% of sentences with citations); b) MIRs 

appear fairly often in the introduction, 

discussion and results sections (around 20% 

of sentences), and less often in the 

methods section (only 15% of sentences); 

c) MIR are mostly found near verbs in a 

sentence. 

 

3.3.2 Classification of citation  

According to the studies of (Abu-

Jbara and al, 2013, pp. 596-606), revealed 

the basic characteristics of better 

organization of citations. This will help 

librarians find the most relevant citations 

in order to launch the buying process. In 

this respect, lexical and structural, 

arithmetical, sentimental characteristics are 

essential for the classification of a citation. 

All the studies agreed that the 

classification of a citation is made 

according to lexical characteristics. The 

authors observed that features such as 

proper nouns as well as preceding and 

following phrases are helpful in 

classification (Agarwal and al, 2010, p. 11). 

In addition, (Small, 2018, pp. 461-480) 

study revealed the importance of the 

linguistic dimension in order to classify 

references according to the rate of lexical 

coverage of words. The model deployed 

based on the frequency of cover words 

such as "May", "Show", "Suggest" and 

"Using" that was used as pointers in the 

citation classification process. (Small, 

2018, pp. 461-480) concluded that the 

predictive ability of the word “using” in 

the classification of citation contexts in the 

methodology section and other sections 

was superior to that of other cover words, 

with an accuracy of 89.5%.  

The structural approach of a 

classification is highly recommended 

during a resource acquisition process. 

According to (Wang and al, 2012, p. 21) 
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proposed a classification approach 

comprising four structural categories 

describing the structure of an article: 

extend, criticize, improve and compare. In 

this framework, out of a set of 40 selected 

quotes, the results showed that more than 

50% belong to the extension class, the rest 

are distributed as follows: "criticize": 

(30.14%) , " compare": (13.88%) and 

"improve": (3.83%). 

The arithmetic dimension is also 

considered an important factor in the 

ranking of a journal. Over the past few 

years the number of citations has been 

seen as an important factor in evaluating 

the performance of faculty members, 

research institutes and universities. 

Journals can be ranked according to their 

impact factor as an indicator of the 

performance of one journal relative to 

another in the same field of research. In 

this context, according to (Yang and al, 

2018, pp. 52205-52217) indicated that the 

weight of a citation is affected by the 

prestige of the citing articles. In this regard, 

library buyers seek to select the most cited 

journals in terms of H- INDEX. From 

there, the parameters for calculating 

citation weights are shown as follows: 

 

Table N0(05): The formulas for calculating the weight of citations 

Dimension  Mathematical formula 

 

 

 

 

 

 

 

 

 

Calculate citation weights taking into 

account the time factor 

 

 

 Is the citation weight of the publication 

P. 

 Is the time span of a paper from the 

published year to 2022. 

 Is the number of papers in publication P. 

Ci Is the citation count of paper i. 

 

 

 

 

 

 

 

 

Calculate the citation weights of every 

journal from yyyy to 2022 

 
 

 Is the citation weight of the publication 

P. 

    Yi     Is the published year of paper i. 

The number of journals or conferences 

in the category to which the publication P 

belongs in year y. 

 

 

 

 

 

 

The weighted cited credits of each journal 

 

 Is the citation weight of the publication 

P. 

      Is the number of papers in publication 

P. 

 Is the citation weight of publication P 
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in year y 

 

Calculate the mean citation weight of 

various categories of journals  
Calculate the popularity score of the 

journals  
 

SP is the popularity score of publication P. 

 

 

Source: (Yang and al, 2018, pp. 52205-52217)  

 

The sentimental dimension seeks to 

determine the different poles of a field of 

research. A quote can be categorized into a 

taxonomy that measures the level of 

sentimental contribution of a study. A 

citation is marked as positive if it 

highlights the strength of a cited article, 

negative if it highlights the weakness of a 

cited article, and neutral if the citation does 

not give any judgment towards the context 

studied. According to the study conducted 

by (Mifrah and al, 2018, pp. 145-156), 

sentiment analysis approaches are 

classified into two categories: Lexicon-

based approaches and Corpus-based 

approaches. 

The first relies on an external lexical 

field and dictionaries to extract the polarity 

of feelings. These lexical concepts are 

stored in a repository such as 

SentiWordNet, aims to catalog, classify 

and relate in various ways the semantic 

and lexical content of the English language. 

In this respect, data processing is based on 

semi-supervised quantitative and 

qualitative learning techniques. 

SentiStrength uses a dictionary of 

sentiment words with strong articulation 

between terminologies. Each terminology 

offers a higher or lower contextual 

coverage rate than the others. Other 

researchers like (Taboada and al, 2011, pp. 

267-307) use an approach called The 

Semantic Orientation CALculator (SO-

CAL) based on a dictionary of words 

annotated with their semantic orientation 

(polarity and strength). From there, the 

machine can locate the desired quote and 

therefore put it in a place as close as that of 

its neighbor. In the end, the set of citations 

closest in terms of score can promote the 

development of a very distinctive 

managerial current in terms of thought and 

practice. On the other hand, the second 

approach acquires the information 

necessary to define the feeling from a large 

corpus based on a repository of knowledge 

that covers all the phases that formulate a 

field of research. 

Finding the best type of citations 

sought is a very delicate operation, 

because it requires regularly adjusting the 

advanced search parameter. With 

technological advances, this operation has 

become accessible to all actors involved in 

research. Based on the study by (Di Iorio 

and al, 2013, pp. 63-74) proposed an 

algorithm, called Citation Typing 

Ontology (CiTalO), to automatically 

deduce the function of citations using 

semantic web technologies and NLP 

techniques. This solution offers 

sophisticated citation network viewers and 

powerful interfaces for users to filter, 

search and aggregate data.  

This tool seeks to classify citation in 

the form of a decision tree, taking into 

account the sentimental dimension of a 

citation. This is to identify whether a 

particular act of citation was done with 

positive intentions (eg, praising previous 

work on a certain subject) or negative (eg, 

criticizing the results obtained by a 

particular method). But how CiTalO works? 

The first phase consists of deriving a 

logical representation of the sentence 
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containing the citation. According to 

(Presutti and al, 2012, pp. 114-129), 

Ontology Extraction is based on 

Representation Theory and Linguistic 

Frameworks (FRED) as a framework that 

serves to present discourses, thus 

transforming sentences into a logical form 

that facilitates recognition of scientific 

heuristics and therefore detect possible 

types of the citation.  

After transforming each into a 

logical form following the FRED approach, 

the next step is to extract the different 

types of authors from a citation or co-

citation. Author types have been grouped 

as follows: 

  

a- Extend references: Serves to extend 

by dealing with interdisciplinary 

problems. 

b- Outline references: Used to describe 

the main guidelines of a research area. 

c- EarlyWork: proactive studies that 

seek to explore context. 

d- Work and Research: Classical 

research that seeks to address a well-

defined problem. 

 

The final stage is the alignment 

dimension on CiTalO. In this step the 

machine will assign CiTalO types to the 

citations. For this, two ontologies have 

been developed using Web Ontology 

Language (OWL): CiTOFunctions and 

CiTO2Wordnet. The first is used by 

researchers to determine the rhetorical and 

sentimental function of a citation 

(positive/neutral/negative). The second 

defines citations with the appropriate 

Wordnet synsets as expressed in 

OntoWordNe. Accordingly, this 

classification will not only help 

researchers to determine the appropriate 

source of information, but also to 

determine the polarity of sentiments 

emerging from the text in which the 

citation is included. 

 

4. CONCLUSION: 

 

This article has been presented in 

order to make library purchasers about the 

process of evaluating research studies 

performed in order to be selected for a 

potential purchase. For this reason, three 

factors have been studied based on the 

artificial intelligence technique. 

The first factor served to index 

crucial concepts in order to identify studies 

according to a broad rating scale. Artificial 

intelligence techniques are present in order 

to handle this type of request. Indexing is a 

highly specialized process that depends on 

the words chosen, the moment that word 

appears and the context of its first use. All 

circumstances are handled using natural 

language processing based on highly 

sophisticated algorithms, such as: 

Keyword augmentation and screening 

(NKAS); Natural language processing 

(NLP); Geoparsing; TimeBank corpus. 

TimeML; ISO-TimeML; THYM; RelEx 

algorithm. 

In order to be well documented and 

to have something new in the world of 

research, librarians are invited to find the 

means of carrying out a synthesis on the 

research work already selected in the first 

phase. To achieve this goal, the production 

of summaries that ensure access to first-

degree information is the critical goal 

sought by a librarian. This mission can be 

executed through an intelligent 

information processing system based on 

the ROUGE technique as a technique for 

ranking the most important sentences 

according to their contribution score. On 

the one hand, the DQN (Deep Q-Network) 

technique suggests conceptual proposals 

when developing an abstract. The 

terminology is organized in the form of a 

network where the terms with the strongest 

meaning are considered the most 

significant in the search. 

Finally, the citation is an absolutely 

essential point of reference for correctly 

selecting the most famous studies in the 

scientific world. For this reason, an 

intelligent recommender system is highly 

demanded by the library community. We 
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focused on two aspects in order to evaluate 

published research. 

The first aspect is the context 

surrounding the citation.  A citation 

context can be identified based on a set of 

machine-supervised sequence tagging. 

Librarians can identify targeted citations 

based on a set of constraints such as: #the 

citation that contains the closest noun 

phrase; #the citation that contains 

conjunctive adverbs; #the quoting sentence 

contains multiple references…etc. The 

second aspect focuses on the percentage of 

citation localization. In this respect, the 

librarian seeks to identify the most 

frequently cited studies and even which 

references are cited more than once. To 

handle this type of queries, the Stanford 

CoreNLP Manning has been proposed as 

an NPL-based tool. This instrument works 

in relation to a set of markers such as: part-

of-speech (POS) labels; the "Regexner" 

tag which recognizes named entities such 

as character, location, organization type 

and even metric and temporal objects. .etc. 

The second aspect of the evaluation 

is based on the type of classification 

desired before the acquisition. First, lexical 

classification seeks to identify the citation 

with respect to the linguistic field. We 

quote words, words relating to a field of 

research, pronouns and even verbs relating 

to time, place, proposal, demonstration, 

advice....etc. The second level of 

classification aims to identify the 

distribution of a citation within the 

framework of a contextual classification. 

We find that captions related to criticism 

of an approach or process can be 

represented using a linguistic marker, 

citations related to a linguistic field based 

on comparison, or even citations that 

suggest towards process of development 

and progress following the implementation 

of an approach or process. The third aspect 

of classification is displayed through the 

popularity rate of one quote compared to 

another. Buyers seek to target journals 

with the highest citations in research. This 

can be counted using a machine. Finally, 

the analysis of pre-existing studies 

according to the degree of feeling can be 

used by the scientific community in order 

to identify opinion clusters. This can be 

translated by algorithms, called Citation 

Typing Ontology (CiTalO), as a 

sophisticated viewer of citation networks 

that identify citations based on the 

sentimental intentions of each author. 

In order to properly measure the 

effect of each element on the latent 

variable, namely "purchase intention", a 

quantitative study will be deployed to 

validate all the measures that have been 

presented in this theoretical phase. 
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