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Abstract  

The Air Quality Index (AQI) was established in response to the Clean Air Act of the Philippines. A 

complex correlation exists between air pollution levels and exposure, as indicated by the AQI. Manila 

is one of the cities with severe air pollution-related environmental problems. The impacts of air 

pollution exposure are detrimental. Therefore, it is essential to forecast air quality indicators and 

pollution levels to inform the public, particularly sensitive groups, whether or not air quality is safe 

and healthy. The study’s objective is to construct an air quality forecasting model using an Artificial 

Neural Network (ANN), which, to date, is the only air quality forecasting model in the Philippines. A 

feed-forward neural network is utilized to make the model. The PM2.5 and PM10 pollutant 

concentration time series are provided from the real-time monitoring station in Mehan garden station 

in Manila. The best forecasting performance of the model was observed with having minimum values 

of MSE. MAPE and MAE have a value of R2 nearer to 1 from expected and predicted values. 

Keywords— Air Quality Index, Artificial Neural Networks, Forecasting, Python. 

 

INTRODUCTION 

Human health worldwide is at risk due to air 

pollution [1] and it kills millions of people 

every year. Today 92% of our world is exposed 

to polluted air; fine particle pollution caused 32, 

019 deaths in the Philippines in 2019 [2]. Thus, 

the Clean Air Act is established to help 

maintain healthy air for all Filipinos [3]. 

Through the Philippine Clean Air Act, Air 

Quality Indices were formulated. The Clean Air 

Act is a comprehensive air quality management 

policy and program that aims to maintain 

healthy air for all Filipinos. The air quality 

indices (AQI) protect public health, safety, and 

general welfare [4]. The Filipino people are 

exposed to an average of 19 µg/m3 a year, 1.9 

times the World Health Organization (WHO) 

guidelines. Exposure to air pollution has ill 

effects. Thus, it is important to forecast the air 

quality indications and pollution levels to guide 

the public, especially the sensitive groups, on 

whether or not the air quality is safe and 

healthy. 

The Philippines Department of Environment 

and Natural Resources (DENR) monitors the air 

quality system to ensure that public health is 

protected from the dangers of air pollution. As 

of 2020, there are 75 air quality monitoring 

stations strategically located in 16 regions 

across the country; 34 are capable of continuous 

online monitoring, while 41 use a manual 

sampling method. The Environment Monitoring 

Bureau (EMB) of the DENR provides real-time 

and historical data on air pollutant 

concentrations and air quality index 

calculations. However, the data collection 

displayed on the EMB page is merely a report 

of annual monitoring data for ambient air 

quality. There is no known air quality 

forecasting model in the Philippines that utilizes 

neural networks. It is vital to have accurate air 

quality forecasts to adequately alert the public 

of potential illnesses caused by air pollution. 

Air quality forecasting [5] [6] assists decision-

makers in improving air quality and public 

health and mitigating the incidence of acute air 

pollution episodes, especially in urban areas. 

The forecasting of air quality is comparable to 

weather forecasting. The models generate a 

forecast, which is then modified by local 
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forecasters based on local knowledge and data. 

Similarly, an air quality forecasting model 

would be deployed. Forecasting air quality is 

predicting air quality based on existing data. It 

is comparable to weather forecasting, except 

that the latter informs and warns the public 

about the likely weather conditions for today or 

a specified period. While the former predicts air 

quality and provides the public with a warning 

about harmful air contaminants, the latter 

measures air quality. There are a variety of data 

or observed values for time series, which may 

inhibit or assess the decision to make of a 

forecasting method. The [7] type of data may 

necessarily involve the creation of a new 

forecasting technique. [8] Forecasting methods, 

especially those based on statistical models, 

must be optimized to account for local and 

regional emission reductions. 

 In the past few years, researchers have 

developed artificial intelligence (AI)- based 

methods for forecasting air pollution, with 

Artificial Neural Networks (ANN) being one of 

the most widely used AI-based techniques for 

air pollution [9]. The development of the 

complete and effective ANN model requires 

general and consistent protocols [10]. Air 

quality forecasts can also be derived through 

statistical techniques such as regression, and 

artificial neural networks [11]. ANN structure 

model can generalize and tolerate error, 

allowing it to be adaptable and quick at 

problem-solving. ANN can model highly 

nonlinear relationships and generalize newly 

presented data. The application of the neural 

network in forecasting the air quality index is 

shown in Table I. 

 
Table I 

Different air quality forecasting with neural network 

Location Air Pollutants 

examine 

Reference

s 

Amman, 

Jordan 

SO2, O2, CO2, 

NO2 and PM10 

[12] 

Tehran, Iran SO2 [13] 

Fuzhou, Fujian, 

China 

PM2.5, and 

auxiliary data 

[14] 

Delhi, India  PM10, PM2.5, 

NO2, and O3 

[15] 

Queretaro, 

Mexico 

PM10 [16] 

Taipei, Taiwan PM2.5 [17] 

Athens, Greece PM2.5, PM10 [18] 

Kolkata and 

Kattankulathur 

India 

PM2.5, PM10, SO2, 

CO2, NO2, and 

O3 

[19] 

Zhengzhou and 

Shanghai, 

China 

PM2.5, PM10, SO2, 

CO2, NO2 and O3 

[20] 

Shenzhen, 

China 

PM2.5, PM10, SO2, 

CO2, NO2 and O3 

[21] 

 

As shown in Table I, the proposed study, to 

date, is the only ANN-based air quality index 

forecasting developed in the Philippines to 

forecast air quality as concerns about air 

pollution harm public health & welfare. It can 

be noticed that air pollutants were monitored 

and forecasted according to emission 

inventories of the air quality monitoring station.  

The motivation of this study is to enhance the 

traditional air quality monitoring and reporting 

of the DENR-EMB and forecast the air quality 

index accurately and efficiently. Thus, this 

paper has developed an AQI forecasting using 

the ANN model for particulate matter (PM) 

concentration - PM10 and PM2.5 in atmospheric 

air. PM with a diameter of fewer than 10 

micrometers is called PM10 and while PM2.5 if 

its diameter is less than 2.5 micrometers. 

Depending on the specific size, properties, and 

environmental conditions, the heavy 

concentration of particulate matter seriously 

causes adverse health effects [22]. Particulate 

matter (PM) may remain suspended for a few 

seconds or indefinitely and travel from 

hundreds to thousands of kilometers. The data 

recorded at the DENR-EMB Air quality 

monitoring Manila station were considered. 

Manila station is one of the emission stations 

with a real-time recording of pollutants 

concentration. The performance of the model is 

evaluated using statistical measurement MSE, 

MAE, MAPE, and coefficient of determination 

(R2)   

 

Materials and Methods 

Study Area 
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Manila, as the capital of the Philippines and the 

most urbanized city in the area of National 

Capital Region, the station in Mehan garden as 

shown in fig 1, was chosen for this paper's 

study area for forecasting AQI of the air 

pollutants concentrations. Since then, not only 

the city’s residents, but also its students, 

tenants, and their families [23] have been 

affected. High risk exists for exposure to toxic 

pollutants and adverse health symptoms. Since 

2020, the Mehan garden station has monitored 

real-time air quality; this station monitors and 

records Particulate Matter pollutants, which 

pose a threat to human health and the 

environment.  

 

 
Source: DENR-EMB website Emission 

Inventory page 
Fig 1 

The location of Mehan Garden air quality station in Manila - 

Philippines 

Air quality index forecasting architecture using 

ANN 

Fig 2. shows the architecture used in this study. 

It consists of four major phases, Data 

Preprocessing, ANN modeling, Forecasting, 

and Analysis.    

 
Fig 2 

The system architecture of an air quality index 

forecasting using ANN 

Data Collection  

The data used in this study is the recorded real-

time data on an hourly basis of PM10 and PM2.5 

pollutants from the Mehan garden station. It 

takes a minimum of forty-five (45) minutes data 

capture to make a representative hour. The year 

covered in forecasting AQI is from January 

2020 to February 2022. The accuracy of the 

developed model has been proven by splitting it 

into two sets – training and testing data. 

Data Preprocessing 

The data are classified based on the parameter 

of the pollutants and predict air quality index 

based on the concertation, date, and time 

recorded. The error due to missing data has 

been resolved using Pandas’ DataFrame [24]; 

this helps the study analyze data. Also used 

Imputation using the most frequent, zero, or 

constant to compensate for the missing value. 

The AQI Values of the Particulate 

Matter Concentration 

The AQI is by the government agencies to 

communicate to the public how polluted the air 

is or how polluted it is forecast to become. [25] 

stated that the Air Quality Index (AQI) 

prediction is a useful technique to improve 

public awareness about air quality. [26] the 

quality of air and its health effects indicates 

AQI. To convert concentration values (𝜇𝑔/
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𝑁𝑐𝑚) to AQI values (unitless) the study used 

(1). 

   

𝐼𝑝 =  
𝐼𝐻𝑖 −𝐼𝐿𝑜

𝐵𝑃𝐻𝑖 − 𝐵𝑃𝐿𝑜
 (𝐶𝑝 −  𝐵𝑃𝐿𝑜) + 𝐼𝐿𝑜 

 (1) 

 

where 𝐼𝑝  - AQI value for the pollutant 

          𝐶𝑝  - Pollutant concentration 

 

          𝐵𝑃𝐻𝑖 - Breakpoint ≥ 𝐶𝑝  

          𝐵𝑃𝐿𝑜 - Breakpoint ≤ 𝐶𝑝   

          𝐼𝐻𝑖  - AQI value corresponding to 𝐵𝑃𝐻𝑖 

          𝐼𝐿𝑜 - AQI value corresponding to 𝐵𝑃𝐿𝑜 

 

Tables II and III illustrate the AQI range and 

category of PM10 and PM2.5 air pollutant 

concentration [27]. Different ranges of AQI 

values are analogous d to varying levels of air 

pollution.  For example, the highest level of the 

AQI value, the worst air quality. 

 
Table II 

PM10 with range and category and maximum 

24-hour average concertation. 

AQI 

value 

Category Breakpoint 

𝐼𝐿𝑜 𝐼𝐻𝑖  𝐵𝑃𝐿𝑜 𝐵𝑃𝐻𝑖 

0 50 GOOD 0 54 

51 100 FAIR 55 154 

101 150 UNHEALTHY 

FOR SENSTIVE 

GROUP 

155 254 

151 200 VERY 

UNHEALTHY 

255 354 

201 300 ACUTELY 

UNHEALTHY 

355 424 

301 500 EMERGENCY 425 504 

 
Table III 

PM2.5 with range and category and maximum 

24-hour average concertation. 

AQI 

value 

Category Breakpoint 

𝐼𝐿𝑜 𝐼𝐻𝑖  𝐵𝑃𝐿𝑜 𝐵𝑃𝐻𝑖 

0 50 GOOD 0 25 

51 100 FAIR 25.1 35.0 

101 150 UNHEALTHY 

FOR SENSTIVE 

GROUP 

35.1 45.0 

151 200 VERY 

UNHEALTHY 

45.1 55 

201 300 ACUTELY 

UNHEALTHY 

55.1 90 

301 500 EMERGENCY 91 above 

Software 

Python software [28] was used to conduct data 

analysis and prediction to develop the AQI 

forecasting model. Also, TensorFlow 2 works 

on the open-source artificial intelligence library 

and builds models using data flow graphs. In 

addition, TensorFlow allows modelers to create 

large-scale neural networks with many layers 

[29].  

Artificial Neural Network 

Artificial neurons, or simply neurons or nodes, 

are the fundamental processing elements of 

neural networks. In the simplest model, 

synaptic effects are represented by weights that 

capture the influence of the various input 

signals, and learning happens by modifying the 

weights according to the learning algorithm. 

For example, a typical ANN model employs a 

multilayered structure, as presented in Figure 3. 

If the number of nodes in the hidden layer is 

either too high or too low, the network will 

encounter over-fitting and under-fitting issues 

[30]. 

 

 
Fig 3 

A sample of multilayer feed-forwards network. 

 

This study utilized a feed-forward neural 

network with a three-layer perceptron model. 

The ANN structure 4-3-4 was considered since 

it has good performance with the least value of 

MSE and the high value of R2. The input 

variables -PM2.5, PM10, time, and date are 

contained in the first input layer. Different 

numbers of neurons and hidden layers were 

selected to optimize the ANN's performance. In 

addition, the model made advantage of 

Rectified Linear Units (ReLU) [31] to reduce 
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computational complexity and accelerate 

training, as well as Adaptive moment 

estimation (Adam) [14] to update weights for 

greater precision. The third layer of the 

forecasting model is the output layer, which 

primarily consists of pollutants and AQI. All 

data were partitioned into 70% for training and 

30% for testing. 

Evaluation Metrics  

Scikit-learn metrics [32] are utilized to 

implement several losses, scores, and functions 

to measure the regression model. The study 

used the following regression metrics to 

measure the performance of the ANN model.  

 

Mean Absolute Error (MAE): 

𝑀𝐴𝐸 (𝑦, 𝑦̂) =
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 ∑ |𝑦𝑖  −   𝑦𝑖̂|

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 −1

𝑖 = 0
        

(2) 

Mean Absolute Percentage Error 

𝑀𝐴𝑃𝐸 (𝑦, 𝑦̂) =

 
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 ∑  

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 −1

𝑖 = 0

|𝑦𝑖 −  𝑦𝑖̂|

𝑚𝑎𝑥  (𝜖,|𝑦𝑖|)
  (3) 

Mean Squared Error (MSE): 

𝑀𝑆𝐸 (𝑦, 𝑦̂)  =  
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 ∑ (𝑦𝑖  −

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 −1

𝑖 = 0

  𝑦𝑖̂)
2    (4) 

Coefficient of Determination (R2): 

 

𝑅2(𝑦, 𝑦̂) =  1 −  
∑ (𝑦𝑖 −  𝑦𝑖̂)2𝑛

𝑖 =1

∑ (𝑦𝑖 −  𝑦̅)2𝑛
𝑖 = 1

               (5)

    

where 𝑦 ̅  =  
1

𝑛
 ∑ 𝑦𝑖 

𝑛
𝑖 = 1   and ∑ (𝑦𝑖  −𝑛

𝑖 = 1

  𝑦𝑖̂)
2  =  ∑ 𝜖𝑖

2𝑛
𝑖 = 1  

 

 The best-fitted model has the lowest 

MSE, MAE, and MAPE values. The greater R2 

value indicates a stronger correlation for the 

model [33]. 

An autocorrelation Plot is also used for 

checking randomness in a data set and error. 

[34] Autocorrelation plots are formed by 

 

Vertical axis: Autocorrelation coefficient  

𝑅ℎ  =  
𝐶ℎ

𝐶0
⁄     (6) 

 where 𝐶ℎ is the autocovariance function  

 𝐶ℎ  =  
1

𝑁
 ∑ (𝑌𝑡  −  𝑌̅ ) 

𝑁 − ℎ

𝑡 = 1

(𝑌𝑡 + 1   −  𝑌̅) 

 where 𝐶0 is variance function 

𝐶0  =  
∑ (𝑌𝑡  −  𝑌̅ ) 2𝑁

𝑡 = 1

𝑁
 

 Note that the 𝑹𝒉  is between -1 and +1 

 

Results and Discussion 

 

The input and output values were normalized in 

this study using the range [-1, 1] in data pre-

processing. In fig. 4, the air pollutants 

concentration value of PM2.5 and PM10 with the 

corresponding date were presented using the 

learning algorithm of the model. Fig 5 shows 

the air quality index computed from the 

concertation value per date. It can be noticed 

that some concentration values depending on 

the collection date, have increased to the range 

of good, fair, and unhealthy air quality 

categories based on National Ambient Air 

Quality Guideline Values (NAAQGVs). 

 
Fig. 4 

Concertation values of air pollutants PM2.5 and PM10 

 
Fig. 5 

Air quality index of air pollutants PM2.5 and PM10 

 

The network performance begins with a high 

value during the initial epochs, but as a result of 
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training, the weights are modified to minimize 

this function, causing it to decrease. The ANN 

model's validation and regression analysis were 

performed to investigate the correlation of the 

expected and predicted AQI based on the 

testing data (30%). Table IV presented some 

data that the ANN model's expected and 

predicted AQI values are closely related. 
Table IV 

Comparison of the Expected and Predicted 

Particulate Matter AQI 

 

Inde

x 

Concentratio

n 

Air Quality Index 

PM10 PM2.5 Expecte

d 

Predicte

d 

1 22 10.44 33.33 35.56 

2 25 12.02 20.37 20.88 

3 40 16.83 23.14 24.04 

4 52 20.06 37.03 33.66 

5 56 20.78 48.14 40.12 

6 45 20.6 51.85 41.56 

7 53 24.99 41.66 41.2 

8 52 25.5 49.07 49.98 

9 36 16.02 48.14 51 

10 32 11.38 33.33 32.04 

 

The regression analysis has been performed to 

understand the relationships of different 

independent input variables with pollutants 

concertation from the air quality monitoring 

station year 2020 to 2022. Fig 6a-d represents 

the values of how the model fits to forecast the 

air quality index of the pollutants PM10 and 

PM2.5. 

With the ANN model's early stopping method, 

overfitting in training has been eliminated, 

ensuring that training and testing results are 

exactly equivalent. 

 
Fig. 6a 

Regression analysis from predicted values vs expected values 

 
Fig. 6b 

Regression analysis from predicted values vs expected values

 
Fig. 6c 

Regression analysis from predicted values vs expected values 

 
Fig. 6d 

Regression analysis from predicted values vs expected values 

 
Fig. 7 

Autocorrelation Plot of the ANN model with training and testing 

data. 
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In the context of model validation checking, fig 

7 presented the autocorrelation plot to test the 

randomness of data and the relationship 

between each value of errors in the equation. It 

can be noticed that the values are closer to 0, 

indicating a greater degree of positive 

correlation.  

 
Table V 

Performance measure of the ANN model for 

Air Quality Forecasting 

Evaluation 

Metrics 

Value 

MSE .086 

MAE .268 

MAPE .145 

R2 .999 

 

Table V shows that the MSE, MAE, and MAPE 

have very low values, which means the ANN 

model used is accurate and efficient. On the 

other hand, the obtained coefficient of 

determination (R2) is nearer to 1 from expected 

and predicted values. Therefore, a highly 

reliable model for this particular forecasting air 

quality index. 

 

Conclusion and Recommendation 

 Based on the initial assessment of an 

ANN application on air quality forecasting in 

Manila, the model produces an R2 of 0.999, and 

it determines that expected and predicted 

outputs have a better correlation. Therefore, the 

outcomes of this study give a strong indication 

of the applicability of AQI forecasting of air 

pollutants concentration. The model would 

become an appropriate tool for forecasting AQI. 

The ANN model can be simulated using the 

required setup, optimization, and validation. In 

addition, the method has significant advantages 

over real-time or continuous monitoring data.  

 The data used in the present study for 

the training model cover only three years and 

two out of 6 air pollutants; therefore, it is 

suggested to fine-tune the model using the 

concentration of the pollutants to other air 

quality monitoring station which has real time 

monitoring. 

 Lastly, the researchers believe that this 

study will be used as an input to the two of the 

challenges that the DENR and EMB are 

addressing right now (a) Assessment of air 

quality and its health impact at the regional 

level and (b) Assessment and addressing the 

needs in air pollution research. 

 

REFERENCES 

1. D. Ierodiakonou et al., “Ambient air 

pollution,” Journal of Allergy and Clinical 

Immunology, 2016. 

https://www.who.int/teams/environment-

climate-change-and-health/air-quality-and-

health/ambient-air-pollution (accessed 

Mar. 30, 2022). 

2. “Air Pollution in Seoul - What You Need 

to Know.” 

https://www.unep.org/interactive/air-

pollution-

note/%0Ahttps://breathesafeair.com/air-

pollution-in-seoul/ (accessed Mar. 30, 

2022). 

3. Department of Health, “What is the Clean 

Air Act? | Department of Health website,” 

2010. https://doh.gov.ph/faqs/What-is-the-

Clean-Air-Act (accessed Mar. 30, 2022). 

4. Department of Environment and Natural 

Resources, “DENR: Air quality monitoring 

is a top priority,” 2020. 

https://www.denr.gov.ph/index.php/news-

events/press-releases/1490-denr-air-

quality-monitoring-is-a-top-priority 

(accessed Mar. 30, 2022). 

5. F. J. Kelly and J. C. Fussell, “Air pollution 

and public health: emerging hazards and 

improved understanding of risk,” 

Environmental Geochemistry and Health, 

vol. 37, no. 4, pp. 631–649, Aug. 2015, 

doi: 10.1007/S10653-015-9720-1. 

6. A. Baklanov and Y. Zhang, “Advances in 

air quality modeling and forecasting,” 

Global Transitions, vol. 2. KeAi 

Communications Co., pp. 261–270, Jan. 

01, 2020. doi: 10.1016/j.glt.2020.11.001. 

7. F. Petropoulos et al., “Forecasting: theory 

and practice,” International Journal of 

Forecasting, Jan. 2022, doi: 

10.1016/J.IJFORECAST.2021.11.001. 



Mary Joy D. Viñas, et. al.     6870  

 

© 2022 JPPW. All rights reserved 

 

8. W. F. Ryan, “The air quality forecast rote: 

Recent changes and future challenges,” 

Journal of the Air and Waste Management 

Association, vol. 66, no. 6, pp. 576–596, 

Jun. 2016, doi: 

10.1080/10962247.2016.1151469. 

9. A. Masood and K. Ahmad, “A review on 

emerging artificial intelligence (AI) 

techniques for air pollution forecasting: 

Fundamentals, application and 

performance,” Journal of Cleaner 

Production, vol. 322, p. 129072, Nov. 

2021, doi: 

10.1016/J.JCLEPRO.2021.129072. 

10. S. M. Cabaneros, J. K. Calautit, and B. R. 

Hughes, “A review of artificial neural 

network models for ambient air pollution 

prediction,” Environmental Modelling & 

Software, vol. 119, pp. 285–304, Sep. 

2019, doi: 

10.1016/J.ENVSOFT.2019.06.014. 

11. C. Hoyos Cordova, M. Niño Lopez 

Portocarrero, R. Salas, R. Torres, P. C. 

Rodrigues, and J. Linkolk López-

Gonzales, “Air quality assessment and 

pollution forecasting using artificial neural 

networks in Metropolitan Lima-Peru,” 

Scientific Reports |, vol. 11, p. 24232, 

123AD, doi: 10.1038/s41598-021-03650-

9. 

12. A. Sakhrieh, M. Hamdan, and M. Bani 

Ata, “Air Quality Assessment and 

Forecasting Using Neural Network 

Model,” Journal of Ecological 

Engineering, vol. 22, no. 6, pp. 1–11, Jun. 

2021, doi: 10.12911/22998993/137444. 

13. S. R. Shams, A. Jahani, S. Kalantary, M. 

Moeinaddini, and N. Khorasani, “The 

evaluation on artificial neural networks 

(ANN) and multiple linear regressions 

(MLR) models for predicting SO2 

concentration,” Urban Climate, vol. 37, p. 

100837, May 2021, doi: 

10.1016/J.UCLIM.2021.100837. 

14. C. Guo, G. Liu, and C.-H. Chen, “Air 

Pollution Concentration Forecast Method 

Based on the Deep Ensemble Neural 

Network,” 2020, doi: 

10.1155/2020/8854649. 

15. S. Agarwal et al., “Air quality forecasting 

using artificial neural networks with real 

time dynamic error correction in highly 

polluted regions,” Science of The Total 

Environment, vol. 735, p. 139454, Sep. 

2020, doi: 

10.1016/J.SCITOTENV.2020.139454. 

16. M. A. Aceves-Fernández, R. Domínguez-

Guevara, J. C. Pedraza-Ortega, and J. E. 

Vargas-Soto, “Evaluation of Key 

Parameters Using Deep Convolutional 

Neural Networks for Airborne Pollution 

(PM10) Prediction,” Discrete Dynamics in 

Nature and Society, vol. 2020, 2020, doi: 

10.1155/2020/2792481. 

17. Y. S. Chang, H. T. Chiao, S. Abimannan, 

Y. P. Huang, Y. T. Tsai, and K. M. Lin, 

“An LSTM-based aggregated model for air 

pollution forecasting,” Atmospheric 

Pollution Research, vol. 11, no. 8, pp. 

1451–1463, Aug. 2020, doi: 

10.1016/J.APR.2020.05.015. 

18. C. G. Tzanis, A. Alimissis, K. 

Philippopoulos, and D. Deligiorgi, 

“Applying linear and nonlinear models for 

the estimation of particulate matter 

variability,” Environmental Pollution, vol. 

246, pp. 89–98, Mar. 2019, doi: 

10.1016/j.envpol.2018.11.080. 

19. S. Roy and P. Mukherjee, “AIR 

QUALITY INDEX FORECASTING 

USING HYBRID NEURAL NETWORK 

MODEL WITH LSTM ON AQI 

SEQUENCES,” Proceedings on 

Engineering Sciences, vol. 2, no. 4, pp. 

431–440, Dec. 2020, doi: 

10.24874/pes02.04.010. 

20. C. Song and X. Fu, “Research on different 

weight combination in air quality 

forecasting models,” Journal of Cleaner 

Production, vol. 261, p. 121169, Jul. 2020, 

doi: 10.1016/J.JCLEPRO.2020.121169. 

21. K. Gu, Y. Zhou, H. Sun, L. Zhao, and S. 

Liu, “Prediction of air quality in Shenzhen 

based on neural network algorithm,” 

Neural Computing and Applications, vol. 

32, no. 7, pp. 1879–1892, Apr. 2020, doi: 

10.1007/s00521-019-04492-3. 



6871                                                                                                                                                         Journal of Positive School Psychology 

 

© 2022 JPPW. All rights reserved 

 

22. H. Doreswamy, Y. KS, and I. G. KM, 

“Forecasting Air Pollution Particulate 

Matter (PM2.5) Using Machine Learning 

Regression Model.pdf,” Science 

Direct  Procedia Computer Science. 2020. 

23. S. Kecorius et al., “Activity Pattern of 

School/University Tenants and their 

Family Members in Metro Manila – 

Philippines,” Aerosol and Air Quality 

Research, vol. 18, no. 9, pp. 2412–2419, 

2018, doi: 10.4209/aaqr.2018.02.0069. 

24.  “pandas: powerful Python data analysis 

toolkit Release 1.4.2 Wes McKinney and 

the Pandas Development Team,” 2022. 

25. A. Shishegaran, M. Saeedi, A. Kumar, and 

H. Ghiasinejad, “Prediction of air quality 

in Tehran by developing the nonlinear 

ensemble model,” Journal of Cleaner 

Production, vol. 259, p. 120825, Jun. 

2020, doi: 

10.1016/J.JCLEPRO.2020.120825. 

26.  “DENR-EMB Air Quality Monitoring 

Section,” Departmant of Environtment and 

Natural Resources. 

27.  “Republic of the Philippines Department 

of Environment and Natural Resources 

ENVIRONMENTAL MANAGEMENT 

BUREAU AIR QUALITY 

MANAGEMENT SECTION.” Accessed: 

Jun. 24, 2022. [Online]. Available: 

https://air.emb.gov.ph/wp-

content/uploads/2022/01/PROCEDURAL-

MANUAL-ON-DATA-HANDLING-

CONVENTIONS-FOR-CRITERIA-AIR-

POLLUTANTS_MAY92021_FINAL_V3.

pdf 

28. S. Raschka, Python machine learning : 

unlock deeper insights into machine 

learning with this vital guide to cutting-

edge predictive analytics.  

29. A. F. Gad, “TensorFlow: A Guide To 

Build Artificial Neural Networks Using 

Python PyGAD: A Python Library for 

Building the Genetic Algorithm and 

Training Machine Learning Algorithms 

View project Building Android Apps in 

Python Using Kivy with Android Studio 

View project,” 2017. [Online]. Available: 

https://www.researchgate.net/publication/3

21826020 

30. D. and A. F. R. and L. L. H. B. and dos R. 

A. S. F. da Silva Ivan Nunes and Hernane 

Spatti, “Artificial Neural Network 

Architectures and Training Processes,” in 

Artificial Neural Networks : A Practical 

Course, Cham: Springer International 

Publishing, 2017, pp. 21–28. doi: 

10.1007/978-3-319-43162-8_2. 

31. E. Oostwal, M. Straat, and M. Biehl, 

“Hidden unit specialization in layered 

neural networks: ReLU vs. sigmoidal 

activation,” Physica A: Statistical 

Mechanics and its Applications, vol. 564, 

Feb. 2021, doi: 

10.1016/j.physa.2020.125517. 

32. F. Pedregosa FABIANPEDREGOSA et 

al., “Scikit-learn: Machine Learning in 

Python Gaël Varoquaux Bertrand Thirion 

Vincent Dubourg Alexandre Passos 

PEDREGOSA, VAROQUAUX, 

GRAMFORT ET AL. Matthieu Perrot,” 

2011. [Online]. Available: http://scikit-

learn.sourceforge.net. 

33. Z. E. Mohamed, “Using the artificial 

neural networks for prediction and 

validating solar radiation”, doi: 

10.1186/s42787-019-0043-8. 

34. https://www.itl.nist.gov/div898/handbook/i

ndex.htm, “Engineering Stattistics 

Handbook,” National Institute of 

Standards and Technology 

 


