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Abstract  

Depending upon early stage statistics if any software developer knows what will be the software 

reliability that will be very helpful for any developer to make any changes at early stages, so by 

thinking about this we are defining advance software reliability prediction model. As we are 

considering this prediction at early stage so that we need to use some of parameters and some of the 

constant values to predict accurate result as possible as. Here in this paper we have introduce some of 

mathematical expression to calculate reliability of each parameter to check efficiency of parameter we 

used ready dataset and also perform analysis using linear regression for machine learning. 

Keywords— reliability index,  prediction phase, Reinforcement phase, depth of inheritance tree, 

weighted methods per class, coupling between objects, line of code. 

 

INTRODUCTION 

This reliability model has parameters, the 

values of which are used to predict the 

software's reliability. Since the initial failure 

intensity and cumulative number of errors, as 

well as their values, are unknown, the model 

cannot be used to predict software reliability. 

It would be very useful if the values of these 

variables were widely common to all types of 

software and could be conveniently determined 

based on any software attribute. 

However, there is currently no accurate easy 

method available. 

Both software reliability models currently use 

the approach of calculating the value of these 

parameters for the individual software being 

modeled using accurate data for that software. 

To put it another way, the value of these 

parameters is calculated using the programmed 

being model’s accurate results. 

As a result of this fact, for reliability modeling, 

the performance of the software system is 

carefully monitored during system testing, and 

data on reliability is analyzed throughout testing 

and captured up to timeT. 

The value of these parameters is then 

determined using statistical techniques applied 

to the collected data. If the parameters' values 

are known, the software's reliability (in terms of 

reliability intensity) can be estimated. This 

mathematical techniques necessitate a 

significant volume of data; without it, the 

values of the variables are unknown. 

 

SOFTWARE RELIABILITY 

PREDICTION 

The architectural lifecycle can be broken down 

into three phases: design and development, 

reinforcement, and prediction. 

Project proposals for components and structures 

are decided during the design and construction 

process to meet design specifications (from 

different aspects). Verification and evaluation 

was conducted towards the conclusion of the 

design and implementation process to ensure 

that the design solutions satisfy the 

specifications. Various stability-related 

engineering tasks, also known as reliability 

activities, are carried out during the lifecycle to 

ensure software's final reliability standard. Each 
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reliability operation block in architecture 

represents a set of methods for ensuring 

reliability Identifying the reliability criteria is 

the first step in the design and construction 

process. Then, using reliability analysis and 

design methods, design strategies that meet the 

reliability criteria are determined. Verification 

and evaluation follow the selection of a design 

solution, with checks and design evaluations 

used to ensure that the design solution satisfies 

the reliability criteria. If the design solution's 

durability has been established, the prediction 

process will begin. Quality assurance methods 

are used in this step to ensure that no errors are 

incorporated into the prediction process, 

ensuring that the inherency is preserved. 

Finally, prediction phase, fault diagnosis and 

prognosis, and maintenance are needed to 

ensure the operational reliability of software. 

Flow chart  

 
 

                         

DESIGN AND DEVELOPMENT 

INCLUDES 

The first and most critical task in the software 

reliability prediction reliability engineering 

phase is to identify the reliability specifications. 

The reliability criteria are often expressed in 

terms of quantitative reliability indices in 

reliability engineering. The impact of reliability 

on various system attributes, such as 

availability, reliability (in a narrow sense), 

maintainability, and safety, can be measured 

using various reliability indexes. It is important 

to decide the goals for each class in order to 

define the reliability criteria, as seen below. 

 

Safety Index 

Loss Probability 

Even Rate 

Record rate 

 

Availability index 

Dispatch reliability or delay rate 

Schedule Reliability 

Transit Time 

Turnaround time 

 

Reliability index 

Mean hour between failures 

Mean time between failure and failure rate 

Mean time between unscheduled removals 

 

PREDICTION PHASE 

• Testing is costly, but it is essential to produce 

high-quality applications. However, training 

should be stopped as soon as possible to avoid 

over-testing the device. 

• Until the desired degree of device stability is 

reached, testing must come to an end. 

• This desired level of reliability will be tested 

with a reliability prediction algorithm; if the 

model assumes that the required level of 

reliability can never be reached, the manager 

must consider whether or not to rewrite the 

programme components. 

 

REINFORCEMENT PHASE 

The term "reliability" refers to the likelihood of 

software. It is a failure-free process over a set 



Mayuri H. Molawade, et. al.     5476  

 

© 2022 JPPW. All rights reserved 

 

period of time. It has the qualities of a complex 

system. The word dynamic is described in this 

context as a function of the number of 

programme failures. Getting rid of software 

flaws in those programmes When parts are used 

infrequently, they have no impact on reliability. 

It is important to decide their goal for each class 

as seen below in order to define the reliability 

criteria bug, and then to develop it using the 

knowledge engineering method. 

 

Maintainability index 

Mean time to repair or update 

Here we use the aspect of reliability growth of a 

software which is defined below as reliability 

growth model 

 

RELIABILITY MODEL 

During the testing process, this model illustrates 

how device stability varies over time. 

• As failures are detected when checking the 

system, the errors that caused them are 

corrected to increase programme stability 

during the testing and debugging phase. 

•The computational reliability model is turned 

into a statistical model to predict reliability. 

RANDOM FOREST ALGORITHM: 

The random forest algorithm is a type of 

regression machine learning algorithm. The 

random forest algorithm is a coupling model 

made up ofb-regressive trees, classified as 

h(x,k),k=1, 2,...,b. The prediction of the random 

forest regressive model could be achieved by 

estimating the average ofb-regressive trees. 

After the MCMC generates the samples, the 

random forest model is built using these 

samples. The following is a summary of the 

random forest algorithm for reliability analysis 

setup procedure. 

Step (1): Using the Bootstrap technique, create 

regression trees from MCMC samples by 

repeatedly abstracting b training sample classes. 

For b samples that are not chosen at each time 

of abstraction for training samples, an out-of-

bag (OOB) group is formed as a study group to 

be examined. 

Step (2): Make your regressive forest. Select 

randomlymtry (mtryk) variables as candidate 

branch variables from k variables among sub-

branch points of each tree, then estimate their 

optimal branch variables using the branch-

weight criterion. 

Step (3): Each regressive tree branch continues 

to rise from top to bottom, recursively. Each 

tree's coefficient n tree-value is used as a 

regressive growth termination criterion. 

Step (4): The regressive trees that are generated 

form a regressive random forest model. The 

OOB prediction accuracy, which is determined 

by the variance average of the examination 

collection of original data, can also be used to 

determine the prediction accuracy of the current 

model. Assuming that the sample size of OOB 

is bem, 

MSEOOB=m∑i=1(yi−ˆyi)2m 

R2RF=1−MSEOOBˆσ2y 

Reliability prediction model, 

a = fault consider at early stage 

k = one constant  

b1 =bug rate for previous training. 

m (t) = reliability predicted for each parameter, 

𝑚1(𝑡) = 𝑎/(1 + 𝑘. 𝑒−𝑏1.𝑡) 

Depth of Inheritance Tree, The maximum 

distance in the inheritance hierarchy from the 

root to a given class. The maximum length 

inheritance path from a class to the root class is 

known as DIT. 

𝑚2(𝑡) = 𝑎/(1 + 𝑘. 𝑒−𝑏1.𝑑𝑖𝑡) 

Weighted Methods per Class, WMC is 

classified as the total complexity of the class's 

methods. If all methods have the same level of 

complexity, it equals the number of methods. 

The number of each method's normalised 

complexity in a given class. 

 

𝑚3(𝑡) = 𝑎/(1 + 𝑘. 𝑒−𝑏1.𝑤𝑚𝑐) 

Coupling between Objects, The number of 

classes associated with a given class is 

represented by the CBO metric. Method calls, 

field accesses, inheritance, method arguments, 

return classes, and exceptions are all examples 

of couplings. 

𝑚4(𝑡) = 𝑎/(1 + 𝑘. 𝑒−𝑏1.𝑐𝑏𝑜) 

Line of Code, The LOC metric, which is built 

on Java binary code, sums the number of fields, 

procedures, and instructions in each method of 

the investigated class. 

𝑚5(𝑡) = 𝑎/(1 + 𝑘. 𝑒−𝑏1.𝑙𝑜𝑐) 
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By considering each and individual parameter 

reliability point at end will take average 

reliability to check for product reliability. 

M(t)= Each parameter Reliability / number of 

parameter 

 

To analysis above model we have done some of 

research , we have taken some values from one 

of research paper “DHARMENDRA LAL 

GUPTA1,2,* and KAVITA SAXENA2 

Software bug prediction using object-oriented 

metrics Sa¯dhana¯ Vol. 42, No. 5, May 2017, 

pp. 655–669 , Indian Academy of Sciences” to 

check how our model behave on this values. 

Following are graphs of value analysis. 

 

Depth of Inheritance Tree 

Table 1.  cases of DIT 

 Input dit output 

cases a K b1 dit m(t) 

case 1 1.01 0.5 0.043 1 0.682913 

case2 2 0.4 0.043 3 1.479734 

case3 2.07 0.9 0.043 1 1.111634 

case 4 6.65 6 0.043 1 0.985551 

case 5 1.532 0.01 0.043 3 1.518651 

case 6 1.21 0.1 0.043 1 1.104225 

case 7 0.9 0.1 0.043 1 0.821324 

case 8 1.1 0.1 0.043 2 1.007547 

case 9 1.33 0.1 0.043 3 1.22254 

case 10 1.98 0.1 0.043 1 1.806913 
      

 

 
Fig 2. Graph for DIT 

 

 

 

 

 

 

Weighted Methods per Class 

Table 2.  cases of WMC 
 Input wmc Output 

Cases a k b1 wmc M(t) 

Case 1 0.714 0.1 0.223 4 0.685887 

Case2 1.532 2 0.223 5 0.925173 

Case3 0.85 0.11 0.223 5 0.820404 

Case 4 0.98 3 0.223 40 0.979607 

Case 5 1.532 2 0.223 5 0.925173 

Case 6 1.21 1 0.223 15 1.168774 

Case 7 0.9 0.1 0.223 20 0.89896 

Case 8 1.1 0.12 0.223 1 1.003635 

Case 9 1.01 0.1 0.223 6 0.984175 

Case 

10 
0.98 0.1 0.223 3 0.932245 

 

 
Fig 3. Graph for WMC 

 

Coupling between Objects 

Table 3.  cases of CBO 

 Input cbo Output 

cases a K b1 CBO m(t) 

case 1 0.714 0.1 0.157 2 0.66539 

case2 1.532 2 0.157 4 0.741033 

case3 0.85 0.11 0.157 6 0.815045 

case 4 0.98 3 0.157 2 0.307053 

case 5 1.532 2 0.157 5 0.801124 

case 6 1.21 1 0.157 8 0.94176 

case 7 0.9 0.1 0.157 4 0.854401 

case 8 1.1 0.12 0.157 2 1.011341 

case 9 1.01 0.1 0.157 3 0.950641 

case 

10 0.98 0.1 0.157 1 0.902833 
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Fig 4. Graph for CBO 

 

1.  Line of Code 

Table 4.  cases of LOC 

 Input loc output 

cases a K b1 LOC m(t) 

case 1 0.714 0.1 0.232 624 0.714 

case2 1.532 2 0.232 1020 1.532 

case3 0.85 0.11 0.232 560 0.85 

case 4 0.98 3 0.232 450 0.98 

case 5 1.532 2 0.232 500 1.532 

case 6 1.21 1 0.232 820 1.21 

case 7 0.9 0.1 0.232 900 0.9 

case 8 1.1 0.12 0.232 1073 1.1 

case 9 1.01 0.1 0.232 400 1.01 

case 

10 

1.11 0.1 0.232 200 1.11 

 

 
Fig 5. Graph for LOC 

 

 All reliability in one graph 

Table 5.  analysis of parameters 

cases m(t)dit m(t)wmc m(t)cbo m(t)loc 

case 1 0.899 0.685887 0.66539 0.714 

case2 0.725 0.925173 0.741033 1.532 

case3 1.112 0.820404 0.815045 0.85 

case 4 0.986 0.979607 0.307053 0.98 

case 5 1.519 0.925173 0.801124 1.532 

case 6 1.104 1.168774 0.94176 1.21 

case 7 0.821 0.89896 0.854401 0.9 

case 8 1.008 1.003635 1.011341 1.1 

case 9 0.928 0.984175 0.950641 1.01 

case 10 0.894 0.932245 0.902833 0.98 

 

 
Fig 6. Graph for analysis 

After analysis we have find out some of values 

give very good result in case parametric some 

very few of them give result very poor so we 

need to improve in that area. Also we have done 

linear regression to check that how many of 

them are lies as outlier and how many of them 

are present on slop. 

 

Linear regression using above table values in 

statistics, linear regression is a linear approach 

to modeling the relationship between a scalar 

response and one or more explanatory variables 

The case of one explanatory variable is 

called simple linear regression. 

So, here we have consider all reliability 

prediction values for  Depth of Inheritance 

Tree, Weighted Methods per Class 

Coupling between Objects, Line of Code 

parameters then we have calculated using linear 

regression for machine learning. 

In this x is multiple cases and y is predicted 

values calculated as  

y = B0 + B1*x 

Here, B0 and B1 are consider as coefficients. 

By considering above explanation we have 

plotted linear regression line graph for each 

parameter. 
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Fig7. Linear regression for DIT 

 
Fig8. Linear regression for WMC 

 
Fig 9. Linear regression for CBO 

 
Fig 10. Linear regression for LOC 

 

So here we can say that some of values are 

showing tremendous results but we need to 

develop this system for our own dataset this is 

just analysis of equation to check behavior of 

system. 

 For this stage of research we completed testing 

of our initial mathematical expression next we 

have to work on time variant as how these 

expression will work on time variant as well as 

other than these parameter how it will work. 
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