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Abstract 

In health monitoring systems enormous amount of information has been extricated by media sensors, 

with the assist of medical diagnosis which produces text, audio, video images (media contents). The 

traditional method provides immense process lots of complexity so health service provider finds 

difficulty in analyzing the data. In database the enormous data has been grouped in terms of clustering. 

Without getting help from class labels the data can be separated into multiple set of data and can receive 

data inputs in k means clustering. This research works and implements on the disease data of the patient 

using k-means clustering. The functionality technique has been contributed by the data extraction 

approaches to reform the heterogeneous information’s into useful quality information for making 

decisions. This article educates application and uses of data mining in assist care medical field. 

Importantly, we learn large dataset clustering on k-means clustering algorithm and produce an 

improvement to k-means clustering, which needs k or peripheral amount of data which is passed to the 

dataset. We suggest an algorithm called as G-means, which avail a greedy method to generate 

preparatory centroids and from that it takes k or peripheral progress among the given data in datasets to 

make modification in centre points.  Our exploratory outcome which has been used in developing way 

on the similar data set, displays to us that G-means surpasses k-means in phase of F-scores and entropy. 

The execution time and coefficient of variance has been executed and it produces best outcomes for G-

means clustering. 
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1. INTRODUCTION  

In current days in order to provide better 

healthcare services, healthcare information are 

obtained from different providers providing 

health care services such as sensory 

environment. This data holds overall 

information like patients detail, treatment and 

medical tests. The acquired data is very complex 

and indefinite. So, it is very hard to quickly 

analyze and sort data in order regarding the 

health of patient to make important decisions. 

Data extraction is the operation where the raw 

information is taken and processing is done for 

data to make it as a valuable resource. In the 

application of health care it is a main process for 

effectively identifying unknown and valuable 

data’s from enormous heterogeneous 

information example heart monitoring system. 

In the applications of healthcare unknown 

diseases can be recognized with the purpose for 

the disease and appropriate needed medical 

treatment procedure with the assist of data 

mining techniques. Drug recommendation 

systems improving policies of health care and 

efficient health care policies of individuals can 

be given to medical researchers for developing 

healthcare appliances [1]. A powerful tool is 
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needed to analyze and extract valuable needed 

information’s from the complex data set. The 

result of this data mining technique is to give 

maximum advantages to health care 

organizations for combining patients having 

same types of diseases or issues in health so the 

need and effective treatment can be provided by 

the organizations. Association, classification, 

clustering are the various types of data mining 

techniques provided by the service providers of 

health care for giving report according to the 

health conditions of the victims. In health care 

data analysis one of the completely established 

and most important techniques done by data 

mining algorithm is classification. The 

destination point for all information points has 

been predicted by the data classification 

approach. Example based on the diseases of the 

patient can be classified as low risk or high risk 

patient.  Ensemble approach, SVM (Support 

Vector Machine), decision tree, K-NN (K-

nearest neighbour) is the different classification 

functionality used by classification methods. 

Based on the assumption of class categories 

classification is considered as supervised 

learning approach. One of the unsupervised 

learning techniques is clustering. No predicted 

classes are present under cluster method 

classification. Considering on the similarity 

measures enormous data has been segregated 

into various small subgroups or clusters in 

clustering [2]. For knowing likeness the among 

the data point this approach has been used. In 

clustering neither no information nor less 

information has been used for analyzing the data 

it is one of the important methods in clustering. 

The set of data having n points of data’s have 

been portioned in k clusters or group in the one 

of the mainly used method of data clustering 

which is called as the k-means clustering 

algorithm [3]. To aggregation of corpus 

discernment provision and vastly used 

appliances the k means is considered has a 

handy algorithm. With the help on memory 

information the definite k-means algorithms 

have been worked, but it could effectively taken 

out for out of memory datasets. In each cycle 

one analysis is done for all data set it is 

considered as the k-means calculation principle 

issues. To acquire best result it should focus on 

many cycles. Basically for the significantly 

enormous local disk data sets it is extremely 

high in cost for utilization. To maximize the 

performance of algorithm amount of passes 

done by k-means have been reduced by the 

researchers. But comparing too conceivably 

with destined or classifier limits on nature of 

outcome this methodology only gives deduced 

outcomes. Combining it with the local minimum 

is the key component of k-means, for estimated 

version it does not load accurate values on it [2]. 

In this technique a fascinated enquiry arises that 

whether we can achieve methods of calculation 

with required less passes on enormous data set 

and can we handle similar intersect result as k-

means algorithm? In this article we produce 

certain algorithm which is called as G-means. 

With the guide of greedy approach calculations 

of initial centroids can be easily obtained using 

G-means algorithms.  

2. Clustering Algorithms 

To illustrate best known issues in clustering k-

means is the one among unsupervised algorithm 

used [3]. This methodology follows a simple 

approach of an available data set via a certain 

amount of group (leaving k groups) that have 

been established. The overall idea is to 

characterize one k centroid for all groups. 

Characterize area of diverse effect process can 

be done by keeping centroid set in artifice 

manner. According to this the best decision is to 

locate each and every one far away from each 

another. The next step is to take every pint 

among given data set and accomplice it with the 

nearest centroid till it reaches a state where each 

point has been correlated with a group. Abrupt 

aggregation is carried out automatically after 

successful completion of the first step, because 

of the last step we need to rearrange k new 

centroid as barycenters of each group. Another 

binding must be done between the same set of 

centroids and nearest new centroids after 

successful production of k new centroids. A 

cycle will be manufactured. Reorganization 

shall be done for k centroids which will modify 

their synchronize areas and at the end of day 

centroids will not change positions [2,6] because 

of the effect of cycle. The objective description 

is displayed below and the main aim of 

algorithm is to decrease squared error in 

functions. 
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The represented centroids cj are ‖𝑥𝑖
J − 𝑐𝑗‖ 2 for the 

n dataset points is xi
j
 of distance indicator. The 

four steps of k mean clustering algorithm has 

given in below order.  

(1)The item coordinates which are clustered are 

represented in space and k elements have been 

kept randomly. 

(2) Assign each item to a space to a cluster that 

is most common to it. 

(3) Compute the k centroid elements and modify 

their places after the successful assignment of all 

items in space. 

(4) Replicate process (2) and (3) completely till 

the centoids reach places where there is no 

modification needed with respect to interval 

among all group elements. But definitely the 

technique will stop. But most exceptional model 

has not been found in k-means calculations. 

Correlating it to the lowest global objective 

function which has been started. The algorithm 

fundamentally depends on the starting 

arbitrarily elected centre groups.  Different set of 

centroids has been selected at every time to 

minimize the impact of algorithm which should 

run at different times, so that initial indications 

are very tough to compare [7]. K-means 

algorithm and its result have been depicted in 

algorithm 1. 

Fig 1 describes execution of algorithm one step 

at every time. It exhibits 3 groups in space where 

k is equal to 3 (k=3). And they are differentiated 

with colors to represented data elements (blue, 

brown and green). They have been kept 

separately among three parts for getting 

additional clarifications. Random centroids have 

been selected in intial fig 1(a) where k amount 

of initial centroids have been portrayed based on 

coloring their whole group with similar color. 

Plus sign is used for characterizing the centroids. 

                         

 

FIG 1(a) 

Four iterations have been done in Fig 1(b). The 

placement of every elemnt to its nearest 

centroids is done by calculation the interval 

between starting cluster centroids and each 

element in the space. The evaluation and 

fluctuations of cluster centroids are determined 

at every iteration over this stage. 
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FIG 1 (b) 

 

The algorithm coincides and come together after 

reaching final position in fig 1 (c). This is 

achieved when the algorithm compares centroid 

from the previous step to its current step and 

intimates that there are no modifications in 

centroids thus complete clusters have been 

achieved. 

                                               

 

FIG 1 (C) 

3.K-Means Algorithm: 

Partitioning the k-means algorithm where every 

clusters centre is represented by mean value of 

the entity in clusters. 

Input: 

   Amount of clusters K 

    Object N available in dataset D. 

Output: 

     K clusters grouped inside a set. 

Method: 

(1) D initial cluster centres is randomly 

selected from K objects. 

(2) Repeat 

(3) Most similar objects are reallocated to 

the cluster, based on mean value of 

cluster. 

(4) Cluster mean should be upgraded i.e. 

evaluate mean value of objects for every 

clusters. 

(5) No change 

4. The Proposed Approach  

The quintessence beyond our G-mean algorithm 

we are going to use same distance and similarity 

so we have taken G from Greedy algorithm and 

means from K-means algorithm. For smoother 

approach we calculate the initial centrids using 

greedy approach, improvement should be done 

in centroids array initial random selection in the 

orginal algorithm. Our first step is deriving all 

available already presented elements that have 

greatest degree in space, so we can take a glance 

at the view of intial clusters from there. On the 

second step we delete all the centroids that are 

available in single cluster and we choose k 

clusters with greatest result of comparability 

purpose.  To check whether the centroids are 

going too modified or not we iterate rest of data 

elements. So both the interval and 

correspondence functions will be accurately 

executed as similar to that of original k-means 

[27, 28]. The graph G(V,E) are the given input 

of G-means algorithm and constant K where V 

is set of vertices element present in the graph and 

E is set of edges connection between the 
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vertices, also mentioning G as an undirected 

graph, with higher amount of clusters which can 

be generated[29]. The analytical steps of G-

means as follow. 

 

(1) Identifying points with the higher 

degree (points which are close to the 

nearest points) is the starting step 

where the data is passed via the 

entire dataset this refers to the 

greedy part in algorithm. 

(2) Select the K highest amount of 

vertices by differentiating the 

elements and taking in account to 

how they work in k number of 

clusters. 

(3) Check this identity and distance 

function from all centroitsin 

clusters to every element reading 

via entire database without going 

above elements of the centroid 

array. 

(4) One of the options either the 

distance or identity in functions is 

given to each element. 

(a) The algorithm will never hold 

this again if it is either placed 

in similar clusters or centroid 

arrays. 

(b) To be kept for future  lookup 

for a potential centroid at a later 

run because the distance 

function is signalling that it 

should be placed in another 

cluster. 

(c) We are taking higher degree 

element so to replace current 

centroid and thus both 

similarities can be achieved. 

This is a most aberrant case 

where two of the element is a 

centroid. Also k integer is 

lesser than the amount of 

clusters. 

(5)  Boundary point of cluster will be 

achieved at the 4(b) part of 

algorithm where this point gets 

ended but the algorithm will keep 

iterating until taking in account 

continuously. 

(6) Successful coverage array of 

centroid is declared only if the run 

has not modified anything in 

centroid array. 

(7) Mapping is done for centroid colors 

with element colors for displaying 

entire group to display each clusters 

loops once via centroid array. 

4.1 PSEUDOCODE 

The algorithms pseudo code is displayed in 

pseudocode1  

Input: Constant 𝑘 and graph G (V, E) 

Output: cluster centers K 

Begin  

NULL --> CentroidsArray[k][Vertices]; 

NULL --> ColorArray [Vertices]; 

Read complete dataset; 

Create DegreeArray array; 

Variable should be created for number of runs 

called Runs; 

For each k Do 

GetMax(DegreeArray); 

Vertex=Add centroidsArray[k][0]; 

Position degree of vertex to -1; 

Color array of vertex is set to j; 

Increments j and Runs; 

K needs to be decremented; 

End while Runs != ColorArray has zeros do OR 

k 

Read the complete data set; 

Findout neighbours of centroid elements; 
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Color the same as centroids color them; 

An item is centroid or neighbour is created; 

Vertex= Add 

CentroidsArray[Centroid][Vertex]; 

End 

For each k do 

CentroidArray[k][0]= resultsArray[k]; 

End 

Output ResultArray; 

End 

4.2. Example of G-means clustering 

In this part we exhibit with two examples the 

working of the proposed algorithm. In the below 

two examples the difference will be resulting 

clusters of k constant number and number of 

centroids but same number of elements is used. 

Fig 2(a) represents the connected graphs starting 

state. Element in shape is represented by every 

rounded points. K highest degree regardless of 

total element is picked up by the algorithm in the 

second part. 

 `  

 

 

FIG 2 (a) Starting cluster space 

Figure 2(b) demonstrates the selection using red 

rounded mark. To give precise number of 

element in centroids array the algorithm has 

been compared with centroid selection constant 

K. we take two examples when k equal to three 

it is taken as first and k is equal to four it is taken 

as second one. 

 

Fig 2 (b) Starting centroid selection 

K is equal to three is denoted in the centroid 

pickup Figure 2(c). The greatest number of 

element inside every group and distance 

function decides the process. The purple circled 

element is known as new centroids. During the 

execution of the algorithm each element is 

colored to the corresponding centroids because 

we assume that centroids not going to change 

according to example. 

 

Fig 2 (c) k=3 centroid selection 

Successfully completed algorithm is displayed 

in fig 2 (d). Centroid colored in black denotes 

three clusters. Each cluster is defined by unique 

shape. K=4 is next example we demonstrate 

while selecting resulting centroids distance and 

similarity function plays an important role. But 

the modification goes according to step two 

where comparison is done for centroid with 

constant k. 
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Fig 2 (d) the convergence of algorithms 

 

While the modifications are same for both 

circled points in red the algorithm faces a 

difficulty which is displayed in fig 2(e). Each 

number having similar number of connected 

node is a common problem faced in greedy 

approach. But in this problem same function 

where both neighbouring elements of point (6, 

5) are centroids to point (5, 4) which element is 

not centroid. The cluster will be based on single 

element if first element has been picked. iF 

second element has been picked it denotes it as 

centroids in centroids array. 

 

Fig 2 (e) selection problem in  centroid 

According to similarity function rules correct 

selection is displayed in fig 2(f) 

 

          Fig 2 (f) Perfect centroid selection 

Successful clusters with centroids are colored in 

black it replicates how algorithm works. Each 

cluster is defined by unique shape. 

 

Fig 2 (g) algorithm converse. 

 

Experimental Result: 

The k-means and G-means algorithm can be 

compared based on the entropy of the algorithm. 

The ICD (International Classification of 

Diseases) is an important tool for domestic 

health information exchange. It is used to group 

diseases related to medical and to extract 

information from hospital management. ICD 

code is the diagnosis value of data set. It is 

contained with categories of 10 diseases. The 

disease categories based on specification is 

shown in below table. 

.  
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From above table we can see that 2.7 % of 

infectious parasitic disease, tumour disease is 

3.4 %, diabetes percentage is 8.6% circulatory 

disease is 30%, 14.1 % respiratory diseases. 

9.3% digestive disease 5.1 % uro genital disease, 

4.5 connective tissue disease, 6.8 % injuries and 

poisoning, 15.1 % for other diseases.  K-means 

algorithm model can be tested and summarized. 

The training set of processing data is used by 

process for above operations. The separated set 

data has been given as input into G-means 

algorithm model. And result is shown in below 

fig 3. The G-means algorithm has accurate 

training results on data processing. Actual 

disease classification problem is obtained from 

the categories of clustered data. Range 

diagnostic value and percentage of number is 

given after dividing it into categories. 

 

Fig  3. G-means clustering experimental result 

Conclusion: 

To compare clustering based on similarity 

matrices there are many research method done. 

But to obtain similar or minimum different 

results only k- means clustering algorithm can 

be used because there are no other algorithms in 

greedy approach. In this article we presented a 

new idea of grouping or combining enormous 

amount of information while minimizing the 

number of reads on complete data set but in k-

means it is not possible. Distributed G-means 

algorithm is considered as future work where 

computation power or data can transfer over 

remote machines. Constant k number of cluster 

is used by most clustering algorithms this shows 

the basic way why we are using clusters. 

Continuously we try to we move our work 

forward on keeping a k variables rather than of 

constant this is very useful for us because there 

is no change in data in real world as k cannot be 

kept in same fixed position. Our next plan is to 

work on generalization clustering algorithm. 

This state’s pre-processing should be obtained 

for both data and algorithm using certain rules 

so performance and result of clustering 

algorithm can be increased. 
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