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Abstract 

Feature engineering is a critical step in the development of emergent machine learning models. Any process 

of selection and flexibility is included when using machine learning or mathematical modeling to develop 

a speculative model. One of the main objectives of predictive modeling is to find a reliable and accurate 

correlation between a set of available data and a given outcome. Machine learning classifiers are critical 

for detecting autism spectrum disorders early on. The purpose of this article is to raise awareness about the 

early detection of ASD in children who are affected. Autism spectrum disorder (ASD) refers to a set of 

conditions characterised by difficulties with social skills, repetitive activities, speech, and nonverbal 

communication. We proposed an adaptive CMR-ASD feature engineering model in this study that provides 

an effective technique for analyzing autism not only for doctors but also for psychologists and learning 

disability mentors. A hybrid adaptive CMR-ASD model combines various feature selection strategies such 

as the CHI2test, MUTUAL_INFORMATION, and RFE with PCA to pick a subset of important features by 

taking into account both the score and ranking of individual features. With appropriate feature selection, 

this enhanced model is utilized to predict autism in its early stages.  A real-time dataset, as well as four 

different datasets related to autism spectrum disorders, were used in the research. The results showed that 

the suggested strategy is capable of selecting highly disparate features, and the Matthews correlation 

coefficient (MCC) is a more reliable statistical rate that generates higher scores than the Cohen's kappa and 

accuracy scores. 
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Introduction 

Autism spectrum disorder affects one out of every 

44 children in the United States, according to the 

CDC (ASD). Boys are four times more likely than 

girls to be diagnosed with autism. An intellectual 

disability affects 31% of children with ASD, 25% 

have borderline IQs, and 44% have ordinary to 

above-average IQs[1]. ASD is a neurobiological 

disorder influenced by both inherited and 

environmental factors affecting the developing 

brain, and there is a list of features related with 

the risk of having ASD[2]. In a densely populated 

and demographically 'young' country like India, 

the frequency of ASD has risen. Differences in 

assessment methods, however, exist. The authors 

concentrate on the DSM-5 and the ISAA, two 

widely used ASD diagnosis instruments in India. 

The authors discuss the benefits and drawbacks 

of each of these indicators, as well as suggestions 

for how to use them in clinical practice[3]. 

Children with aberrant palmar creases aid in the 

early detection of neurodevelopment 

abnormalities such as ASD, allowing for 

improved outcomes and reducing parental stress 

and burden [4]. A similar prevalence percentage 
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of 0.09–0.11 was found in both urban and rural 

Indian populations in a recent comprehensive 

study of ASD in children aged 0–18 years [5]. 

 

Related Work 

In the diagnosis of neuropsychiatric illnesses, 

machine learning algorithms have begun to show 

potential. To improve the accuracy of Q-CHAT's 

categorization, Tartarisco et al. [6], Proposed the 

use of Artificial Intelligence and machine 

learning technologies to identify the superlative 

subset of things capable of accurately 

differentiating between immature autistic 

youngsters. Guruvammal, et al. [7], The best 

features are chosen using the LFCU-LA, which 

are then fed into a classification technique that 

uses a hybrid classifier that blends DBN and NN. 

DBN and NN's hidden neurons' most essential 

contributions were properly selected, enabling 

exact identification. Bindu George et al. [8], 

Robust Kalman filtering-based neural network 

(RKFNN) is proposed by the author to better 

correctly detect ASD. RKFNN has been updated 

to suit the prediction of ASD and has been 

combined with a neural network for improved 

outcomes. Schjolberg S, et al.  [9], Describes a 

new M-Chat-R algorithm that can be used to 

identify autistic children. The M-CHAT-R 

algorithm's performance was compared to that of 

the M-CHAT algorithm with proper scoring and 

ranking. The algorithm's results demonstrate a 

decline in sensitivity and an increase in 

specificity when it comes to detecting children 

with ASD. AK et al. [10], Create new diagnosis 

software based on video sequences with 

innovative fuzzy hybrid deep convolutional 

neural networks with facial expression and gait 

integration. This technique can be improved by 

using bio-inspired fuzzy optimizers to reduce 

dimensionality and increase classification and 

prediction performance.  Goel et al. [11], The  

MGOA can diagnose Autism Spectrum Disorder 

at any stage of life. GOA is a nature-inspired 

algorithm that can successfully explore and 

exploit the search space. The strategy is 

numerically tested on three ASD screening 

datasets aimed at different age groups, including 

children, adolescents, and adults, and the results 

are compared to current techniques. Wingfield et 

al. [12], The author’s recommended application is 

the first to apply an intelligent machine learning 

model to monitor and detect autism spectrum 

disease in low- and middle-income nations, using 

a clinically validated symptom checklist. 

Machine learning models were constructed and 

their predictive ability was assessed using clinical 

pictorial autism assessment schedule data, 

demonstrating that the random forest was the best 

classifier for embedding into the mobile 

screening app. 

 

Data Collection 

The ASD datasets were gathered from the 

UCI[13], Kaggle[14], and Real-time data 

repositories, respectively. Based on the categories 

Toddlers, Child, Adult, Adolescence, and Real-

time child data, the datasets are separated into 

five groups. Real-time data was obtained from the 

Sree Rehabilitation Center in the Tamilnadu state 

of India's Chengalpet region. Table[1,2] lists the 

descriptions of the ASD Dataset and its features. 

The majority of the attributes in our ASD datasets 

are 21(besides the infant dataset which has 18 

features). Gender, ethnicity, jaundice, own circle 

of relatives ASD, residence and ASD 

magnificence are all categorical variables in all 

datasets, with ten binary traits reflecting the 

solutions to screening questions (QASD1 to 

QASD10). Two wide variety factors, inclusive of 

age and display score/results, also are protected 

withinside the datasets.  The screening questions 

withinside the infant and child datasets are the 

same (A1 via A10), but the adolescent and 

grownup datasets have a few specific questions. 

In Table [1,2], we have got organized all the 

surveys from the ASD dataset into 4 categories. 

Based on the responses to QASD-10 (QASD1 to 

QASD10) questions, the magnificence score is 

allotted all through the statistics amassing 

procedure. When the very last rating of QASD-10 

techniques is much less than 6, the magnificence 

score "No" is assigned. Otherwise, its miles are 

set to "Yes," indicating that the man or woman 

certainly has ASD. The cutoff rating for the infant 

dataset, however, is much less than or the same as 

3. As a result, if the whole rating is 4, the affected 

person is judged to have ASD. 

 

Table 1: ASD dataset is described in detail. 
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Table 2: Features of the ASD datasets [15][16]. 
Name of the Attributes Explication of the Feature 

QASD1 • Cognition defects- Inattentive 

QASD2 Defective  Sociability---Mutual gaze 

QASD3 Stereotypical behavior –Intent pattern 

QASD4 Cognition defects --Recreation 

QASD5 Neurological disorders --pretend 

QASD6 Cognition defects —Lack of  absorption 

QASD7 Cognition defects –No reaction to the query 

QASD8 Cognition defects -- Strange tempo 

QASD9 Defective  Sociability --- Gesticulation 

QASD10 Neurological disorders -Atypical visualization. 

Age Era 

Ethnic origins List of nation 

Hyperbilirubinemia Whether or not the case had jaundice when it was born. 

A member of the family has a 

history of ASD. 

Whether any members of your immediate family have a PDD or have 

a history of ASD. 

abode List of country 

relationship Blood relation, Self, therapist, etc 

Used app earlier Y/N 

Score Integer value based on the attributes QASD1-QASD10 

Gender class F/M 

Class N/Y 

Age-desc 12m  to >=18 era 

 

The proposed Adaptive CMR-ASD 

Methodology 

The different ASD datasets have been effectively 

pre-processed, and now the feature engineering 

method is being used to identify and extract 

features. Finally, machine learning models for 

classification are tested on the reduced set. The 

Proposed Adaptive CMR-ASD Methodology's 

Framework is shown in Fig1. It consists of 

Exploratory Data Analysis(EDA), Reduction of 

Feature subset, Training ML classifier classifiers. 

 

Fig1: The Proposed Adaptive CMR-ASD Methodology's Framework 

Name Age Feature Instance Gender Class 

 

ASD _Children Dataset 4-11 yrs 21 292 M- 207 

F-  85 

YES 

NO 

141 

151 

ASD _ Adolescence Dataset 12-16yrs 21 104 M-50 

F-  54 

YES 

NO 

63 

41 

ASD _ Adult Dataset >=18 21 704 M- 368 

F-  336 

YES 

NO 

189 

515 

ASD_Toddlers dataset 12m – 36m 18 1054 M-735 

F-319 

YES 

NO 

728 

326 

Real-time dataset- 2-9 yrs 21 82 M- 48 

F-  34 

YES 

NO 

61 

21 
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EDA 

The data pre-processing process includes a wide 

range of activities, including systematizing data, 

eliminating outliers, correlation, data renovation, 

and feature extraction-selection of attributes. 

Utilize the Handle Missing Value technique to 

transform all missing occurrences of the ASD 

datasets to the 'unknown' esteem in ASD datasets. 

As a result, we have excluded some of the 

variables from the ASD dataset from 

consideration. For the sake of better analysis, the 

attributes of ethnicity, who took the exam, and 

class / ASD features have been removed from the 

dataset. To convert categorical data into dummy 

features, after completing the outlier reduction 

technique, the get dummies method is used after 

each value of the nominal feature column to turn 

categorical data into dummy features. To achieve 

the greatest performance, it is necessary to go 

through the data renovation procedure, which 

includes dividing a data set into training and test 

sets, as well as picking features that are on the 

same scale. Only one-third of the data will be sent 

to the training set, with the remaining data being 

distributed to the test set. The one-hot and label 

encoder techniques are used to fit and convert the 

input and target variables. The value of the 

Pearson correlation coefficient(PCC), on the 

other hand, reflects the strength of the 

relationship between the distance variables [17]. 

Fig2. illustrates PCC between two factors, A PCC 

more than 90 indicates a significant, positive 

association between two variables; hence, 

variables with Pearson correlation coefficients 

less than 90 are removed from the list.   

 

Fig 2. Pearson correlation coefficients of ASD dataset 

 

ASD DATASETS 
EDA 

• Systematize data 

• Remove outlier 

• Correlation 

• Data renovation 

 

Feature Selection & Extraction 

Filter      -  CHI2 test + MI 

Wrapper - RFE 

 FE          -  PCA 

Training 

ML 

Classifiers 

Performance evaluation of 

the Matthews corr-coef 

with different ASD 

Dataset 

REAL-TIME ASD 

DATASET 
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Reducing feature subset  

The goal of feature selection is to get rid of any 

non-essential and/or redundant features, leaving 

just the ones that are relevant to the scenario. 

Irrelevant traits can be removed from a person's 

profile without affecting their learning abilities. 

The term "redundant features" refers to features 

that are, in some manner, duplicates of one 

another. Machine learning is a strategy for 

picking appropriate attributes for a machine 

learning techniques based on the type of issue you 

are seeking to solve [18-20]. There are three types 

of feature-selection strategies: filter, wrapper, and 

hybrid. Filtering techniques are the most 

common. To anticipate the relationship between 

each independent input variable and each output 

variable, statistical methodologies are employed 

in the filter feature selection operations of the 

filter feature selection procedures. Based on the 

ranks, chi2, MI, and so forth of intrinsic measures 

[21-24], this algorithm assigns scores to each 

attribute. The wrapper model utilizes search 

strategies such as complete search, random 

search, and sequential search to choose a 

subcategory of features from the feature space 

[25]. To remove excessively redundant items, 

Hybrid-It applies a filtering strategy. A wrapper 

strategy is used to offer the additional capabilities 

that are provided after that. Wrapper time 

complexity is reduced when a smaller number of 

attributes are used [25]. 

   

Reducing features of ASD datasets using 

the Filter method  

  Using the chi-square test, we can determine 

whether or not the categorical data with a given 

cutoff, such as the threshold values of the 

expected frequencies e, is more than or equal to 

the cutoff value of 0.5, or whether or not the 

categorical data with no cutoff is larger than or 

equal to the cutoff value of 0. If the e-value is less 

than the cutoff, then Ho is rejected. If the e-value 

is less than the threshold, then Ho[26,27] should 

not be rejected. 

    Chi-square is symbolized by the symbol     
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chi2 =  
∑(Oij−Eij)2

E
                    

      

          ------(1) 

  When filter feature selection methods are used to 

forecast the target variable, mutual information 

MI has been effectively used to analyze the 

relevance and redundancy of a subset of features 

in predicting the target variable, as well as the 

redundancy concerning other variables. [28-30]  

MI (I, F) is symbolized by the symbol  

        MI(I, F) =
entropy(I) − ΣS ∈

vals(F)
Is

I
 entropy(Is)                

------ (2) 

The value (F) indicates the attribute F's potential 

rates, with Is being the subset of I where F has the 

sum of S. The property I's possible rates are 

represented by the value (I). Furthermore, the rule 

of Eq. (2) was the total entropy of I, which was 

followed by data segregation based on feature F, 

which was followed by data segregation based on 

feature F, which was followed by data 

segregation based on feature F. 

    

Reducing features of ASD datasets using 

the Wrapper method 

RFE utilizes several classifiers, each trained on a 

smaller subset of features (Recursive Feature 

Elimination). As the number of classifications 

grows, the time it takes to train a classifier grows 

as well [31]. Selecting qualities by repeatedly 

considering smaller and smaller groupings of 

them is the goal of recursive feature elimination 

(RFE). First, a small set of features is fed into the 

estimator, which is then trained on that set. The 

relevancy of each feature is then computed using 

any attribute or callable. Then, based on the 

current collection of characteristics, the least 

important features are omitted. This procedure is 

repeated iteratively on the reduced set until the 

appropriate number of attributes to select from is 

reached [32]. PCA is used to reduce the 

dimensionality of a composite dataset, which is 

then used to extract useful features from the 

dataset[33]. 

 

Training ML classifier 

The proposed Adaptive CMR-ASD Model 

approach is used in the ASD dataset to discover 

which features are most relevant for predicting 

autistic symptoms and which features are not. 

Results show that the suggested technique is 

superior to existing algorithms in terms of 

selecting important attributes. Fig: 3 depicts the 

structural design of the proposed Adaptive CMR-

ASD Model feature selection. Table: 5 indicates 

the most significant reductions in the final 

features set for different ASD datasets.   

 

Fig. 3. FRAMEWORK OF PROPOSED ADAPTIVE MODEL   
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Feature Engineering 

In this proposed adaptive model, the effective 

data pre-processing process encompasses a wide 

variety of activities such as data systematization, 

reducing outlier, correlation, and data renovation. 

Following this feature selection, filter and 

wrapper-based approaches are demonstrated. In 

phases I and II of the pseudo-code description of 

CMR-ASD model are exposed in Table [3,4], the 

selectkbest technique is used to extract the best 

features based on the k highest score using 

various statistical approaches. To choose the best 

feature with a high ranking score, we employ 

filter-based feature selection methods such as chi2 

and MI. We may now reduce the number of 

features in the ASD dataset by a factor of two by 

using chi2 and the ideal subset based on the 

highest-ranking score, i.e. k=18. Following that, 

MI undergoes a decreasing feature subset 

procedure to produce the ideal feature subset 

based on the high ranking score, in this case, 

k=12. Following that, in the wrapper approach, 

the reduced subset is used to RFE to provide 

superior adaptive feature selection methods. In 

this situation, k=7, RFE is subjected to a 

decreasing feature subset procedure to produce 

the ideal feature subset based on the high ranking 

score. Table: 5 lists the significant characteristics 

that were considered for inclusion in the 

classification procedure for the ASD dataset on 

the interaction, imagination, gestures, 

conversation, Jaundice, and vital aspects are 

picked mostly based on verbal exchange, 

communiqué, and facial features.  Following the 

estimation of feature significance, PCA is used to 

train the reducing feature subset and construct a 

machine learning Classifier using the proposed 

Adaptive CMR-ASD feature engineering 

approach. The performance assessment and 

metrics of several machine learning classifiers are 

analyzed in detail. The graphical depiction of the 

feature importance of each ASD dataset is shown 

in Fig:[3-4]. 

 

Table: 3 Phase I— CMR-ASD model  

  

Step1: Begin  

Step2: Df1 ASD_dtset (df1)     //EDA 

Step3: Calculate the Pcc between the features in 

df1 

Step4: If  Pcc < 0.90 

                eliminate feature 

            Else 

                FS Pcc 

            End if 

Step5: tr_In (Xtr, Xts) 

            apply one hotencoder () 

            Fit and Transform the data 

            return  Xtr, Xts 

Step6: tr_tar (Ytr,Yts) 

            apply labelencoder () 

            Fit and Transform the data 

            return (Ytr, Yts) 

Step7: set_FS (Xtr, Ytr) 

            FS[]// Filter method 

Step8: For  Fi  1 to F each 

               Calculate the Chi2 between features  in 

df1 

Step8a:   If p >= 0.5 and k <= 18 

     append   Fs Fi 

            End for 
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Table: 4 Phase II— CMR-ASD model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table:5  Reduce feature subset of ASD datasets.  

     // Rank FS according to MI with df1 

Step9: For  Fj  1 to FS each 

         MI(Fj)  (MI(Xtr,Ytr), K<=12) 

              append FS MI(Fj) 

            End for 

Step10: End 

Input   df1→ Original ASD data set 

 F→ Set of Features 

Output  FS→ Optimal Feature Subset. 

 

Step1: Begin 

Step2: Load ASD_dtset(df1) 

Step3: Xtr, Ytr  ASD_dtset(ASD) 

Step4: While (df1 <> null ) do 

Step5: splitting the data set into training & 

testing 

Step6: tr_I  tr_In(Xtr, Xts) 

Step7: tr_t tr_tar(Ytr, Yts) 

Step8: FS, XtrFS, XtrFS   sel_FS(tr_I, tr_t)                                         

//wrapper method 

Step9: rfe Train the GBC between the feature 

in df1      

Step10: Compute the weight vector of the GBC 

                Rfe  Grfe(XtrFS, XtrFS  ) 

                Find the bottom _rank feature 

                Grfe Grfe-bottom_rank feature 

                GFS  Grfe 

Step11: Train GFS  with PCA 

Step12: Train ML classifiers to reduce GFS 

Step13: Construct the wgt vector of 

GRFFS(GAFS1,..., GAFSw) 

Step14: Calculate the classification accuracy 

with MCC 

Step15: End while 

Step16: End 

ASD Dataset 

 

Reduced feature subset 

TODDLERS QASD1, QASD2, QASD7, QASD8, QASD9, QASD10, Jaundice 

CHILD QASD1,  QASD6, QASD7,  QASD8,   QASD9,  QASD2, Jaundice 

ADOLESCENT QASD1,  QASD3,  QASD4,  QASD6,  QASD9,  QASD10, Jaundice 
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 Fig:3 The graphical depiction of the feature relevance of each Child, Adult dataset. 

 
Fig:4 The graphical representation of the feature importance of each Adolescent, Toddler, 

Real-time Autism dataset. 

 

 

 
 

Experimental Result and discussion 

A full systematic analysis and performance 

validation of the proposed adaptive CMR-ASD 

system are provided in this segment. The 

proposed adaptive CMR-ASD model was 

evaluated against a variety of ASD datasets to 

determine its overall performance. Effective data 

preprocessing approaches and dimensionality 

reduction strategies for feature selection (Filter + 

wrapper based methods) and extraction – PCA 

with Random Forest are used in this work to 

predict autistic data. Since the majority of the 

characteristics in our ASD datasets are 21 (except 

for the newborn dataset, which has 18 features), 

the proposed adaptive CMR-ASD model is 

applied to pick the seven best features from the 

ADULT QASD6,  QASD5,  QASD7,  QASD4,  QASD9,  QASD10, Jaundice 

REAL-TIME QASD1, QASD2, QASD9,Jaundice,  QASD6, QASD7,  QASD8 
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majority of the attributes in the ASD datasets. 

Among the seven characteristics is jaundice, 

which indicates that children born with a high 

incidence of jaundice are more likely to develop 

an autistic disorder than other children. Fig 3-6 

illustrates the effect of the ASD dataset's most 

salient characteristic on the Real-time dataset. 

The proposed adaptive CMR-ASD feature 

engineering approach was validated in terms of 

assessment metrics, prognostic accuracies, and 

diagnostic plot performance analysis in 

comparison with SVM, cart machine learning 

algorithms, and it was discovered to be 

propounding satisfying results as shown in 

Table:6. 

 

Table:6  The proposed adaptive model improves the performance accuracy of several ASD 

datasets. 

 

 

 

 

 

 

 

 

 

Metrics for classifier assessment 

Multiple evaluation measurements for the 

proposed adaptive model are presented in Table 

[8-12] based on the confusion matrix, k-fold 

cross-validation, and different correlation 

coefficients. The confusion matrix, k-fold cross-

validation, and different correlation coefficients 

are all represented mathematically in Table:7. If 

we examine a binary classification issue for 

autism,  

True positives(tp) are those that accurately 

predict an autistic patient's behavior, False 

negatives (fn) are actual positives that are 

incorrectly projected non-autistic patients, True 

negatives(tn) are negative results that are seen in 

patients who are not autistic, and False 

positives(fp) are actual negatives that are 

incorrectly anticipated, autistic patients. The 

following assessment measures were utilized to 

evaluate the findings: precision, recall, f1, acc, 

ERR MCC, and Cohen's kappa statistic. [34] The 

recall metric is the proportion of relevant data to 

the total data retrieved. Precision is defined as the 

ratio of correct data to retrieved data. The 

system's F-value is defined as the weighted 

harmonic mean of its accuracy and recall. 

Accuracy is defined as the percentage of data 

instances properly categorized over the total data 

instances. Because accuracy and error rate are 

inversely proportional, we can always get the 

other by subtracting the other. 

 

Table:7 Metrics for classifying data are defined [35-41] 

ASD Dataset Proposed    

adaptive model 

SVM CART 

ASD_Toddlers dataset 0.98 0.77 0.93 

ASD _Children Dataset 0.99 0.76 0.92 

ASD _ Adolescence Dataset 1.0 0.79 0.97 

ASD _ Adult Dataset 0.97 0.81 0.90 

Real-time Dataset 0.95 0.85 0.90 

F1 
2 ∗

P ∗ R 

P + R
 

Precision(P) tp

tp + fp
 

Recall(R) tp

fn + tp
 

ERR fp +  fn

fp + fn + tp + tn
 

 

Acc 1-ERR 

 

MCC tp ∗ tn − fp ∗ fn

√(tp + fp)(tp + fn)(tn + fp)(tn + fn)
 

Worst case=-1; Best case =1 
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MCC appears to be the most promising option 

since it is not only interpretable but is also 

resistant to changes in the prediction target [35-

37]. It is the binary classification rate that 

provides a high score only when the binary 

predictor successfully predicted the majority of 

positive and negative data instances in the 

training data set. The Kappa statistic is a 

conformance metric for categorical data that 

compares agreement to what would be predicted 

by chance. Cohen's Kappa [38-41] focused on 

assessing agreement between two observers who 

rated the same group of individuals on a nominal 

scale with two or more classes. Additionally, the 

measure is frequently employed in two-class 

classification. When compared to Cohen's kappa, 

accuracy, and F1 score, among other measures, 

the MCC produces a more accurate and 

informative result. 

 

Table: 8 Accuracy of performance on ASD_Toddlers dataset using the proposed adaptive 

CMR-ASD model 

 

Table: 9  Accuracy of performance on ASD_ Children dataset using the proposed adaptive 

CMR-ASD model 
Evaluation metrics F1_score Recall Precision Error-rate Cohen_ka

ppa 

Matthews_cor

rcoef 

Proposed method 0.98 1.00 0.96 0.01 0.85 0.91 

SVM 0.86 1.00 0.75 0.24 0.75 0.80 

CART 0.95 0.94 0.96 0.08 0.90 0.95 

 

     

Table: 10  Accuracy of performance on ASD_ Adolescent dataset using the proposed 

adaptive CMR-ASD model 
Evaluation metrics F1_score Recall Precision Error-rate Cohen_ka

ppa 

Matthews_corr

coef 

Proposed method 1.00 1.00 1.00 0.0 0.84 0.92 

SVM 0.86 1.00 0.76 0.21 0.71 0.75 

CART 0.98 1.00 0.96 0.03 0.83 0.88 

 

Table:11  Accuracy of performance on ASD_ Adult dataset using the proposed adaptive 

CMR-ASD model 
Evaluation metrics F1_score Recall Precision Error-rate Cohen_ka

ppa 

Matthews_corr

coef 

Proposed method 0.97 0.94 0.95 0.03 0.88 0.91 

SVM 0.85 0.98 0.75 0.19 0.73 0.75 

CART 0.95 0.92 0.98 0.10 0.86 0.89 

Cohen’s Kappa 2 ∗ (tp. tn − fp. fn)

(tp + fp)(fp + tn) + (tp + fn)(fn + tn)
 

Evaluation metrics F1_score Recall Precision Error-rate Cohen_ka

ppa 

Matthews_corr

coef 

Proposed method 0.98 0.95 0.94 0.02 0.87 0.92 

SVM 0.79 0.78 0.80 0.23 0.71 0.78 

CART 0.94 0.92 0.97 0.07 0.85 0.90 
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 Table:12  Accuracy of performance on Real-time dataset using the proposed adaptive CMR-

ASD model 
Evaluation metrics F1_score Recall Precision Error-

rate 

Cohen_ka

ppa 

Matthews_corr

coef 

Proposed method 0.98 0.94 0.99 0.05 0.90 0.95 

SVM 0.85 0.98 0.75 0.15 0.60 0.65 

CART 0.96 0.92 0.92 0.10 0.88 0.90 

 

We evaluate the performance of our proposed 

technique with that of the current benchmark 

methods, Umamaheswari et al. [42] create an 

IWOA-FRBC model that is used to determine the 

different class labels of ASD. Three benchmark 

ASD datasets are used to examine the 

effectiveness of the IWOA-FRBC model. By 

achieving the greatest accuracy of each dataset, 

the obtained simulation results demonstrated the 

integrity of the IWOA-FRBC model. As shown 

in Table [compare], the accuracy of those datasets 

is 93%, 95%, and 94% for the child, adolescent, 

and adult datasets, respectively, according to the 

authors. The model presented by Kazi Shahrukh 

Omar et al.[43] for the prediction of autism, 

features included random forest-ID3 and random 

forest-CART. The AQ10 dataset and 250 actual 

datasets were used in the evaluation. The 

accuracy, precision, and false-positive rate of the 

tests were compared. There is 92% accuracy for 

children, 93% for adolescents, and 97% for adults 

in those datasets, as shown in Table: 13. With an 

accuracy rate of 97%, the logistic regression 

framework of [44] Vakadkar et.al was able to 

identify essential aspects of the dataset for autism 

screening in toddlers. In the proposed model, we 

eliminated highly correlated variables, processed 

them, and applied various machine learning 

classifiers, which produced better results than 

others. Table: 13 presents a comparison of current 

works with the proposed model, demonstrating 

that the proposed model achieves much better 

results than earlier studies on a variety of 

assessment measures.    

 

 

Table:13  Compare the accuracy of the forecast with the work of other authors. 
Ref Model Accuracy 

Child Adolescent Adult Toddlers Real-time 

[35] IWOA-FRBC model 93% 95% 94% - - 

[37] LR - - - 97% - 

[36] Merging RF-CART and 

RF-ID3 

92% 93% 97% -  

 Proposed Adaptive 

CMR-ASD 

99% 100% 97% 98% 95% 

 

 

In the final analysis, we depict the receiver 

operating characteristic (ROC) curve for the best 

classifier in ASD datasets, which turned out to be 

a random forest. As we can see from the ROC 

curves in Fig[5-9], we can recognize ASD with a 

moderate to high true positive rate, which is more 

than that of the preliminary test, while 

maintaining an equal false positivity rate. 

 

 

   Fig:5 The ASD_Toddlers dataset ROC              Fig: 6 The ASD_Childern dataset ROC     
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Fig:7 The ASD_Adult dataset ROC    Fig:8 The ASD_Adolescent dataset ROC   

  
 

   Fig:9 The Autism dataset ROC   

 
 

Conclusion 

For clinical conclusion, machine learning 

provides a huge step forward in the usage of 

easily available information as a tool for 

development and progress. Adaptive CMR-ASD 

is more efficient than previous machine learning 

algorithms. The CMR-ASD approach is used to 

categorise the five distinct autism datasets. In 

addition to EDA, the proposed adaptive model 

uses dimensional reduction techniques including 
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filter and wrapper selection, as well as scoring 

and rating feature subset extraction on RF. The 

Matthews correlation coefficient (MCC) is more 

reliable than accuracy, F1, and Cohen's kappa. 

The obtained simulation result indicated that the 

CMR-ASD model produced efficient results, 

with a 98% accuracy on Toddlers, 96% on 

children, 1.0% on adolescents, 97% on Adults, 

and 95% on Real-time datasets respectively. In 

this study, we examined the effectiveness of the 

proposed adaptive CMR-ASD model in the 

prediction of autism spectrum disorder specifying 

that kids born with Cognition defects, Defective 

sociability, Jaundiced have autism disorder more 

possibility than other kids. Due to cultural 

considerations, knowledge of ASD is low in 

economically underdeveloped countries. Patients 

with ASD are typically kept untreated for lengthy 

periods due to a lack of resources. Our next study 

will focus on gathering more data from other 

sources and enhancing the suggested AI 

classifier's accuracy. The results show the 

classifier's behaviour as the feature is reduced. 

These findings can also help ASD persons gain 

access to essential emotional support networks 

that can help them succeed in the future. 
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