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Abstract 

In today’s world Data Quality is the fundamental to the health of any organizations. This organization 

can be a private player in the business world or even it can be any national body managed and 

controlled by the government. Poor data quality leads to myriad problems and it is a monumental 

effort to standardize them manually. Data quality issues trace back their source to the early days of 

computing. A wide range of area specific practices to measure and improve the quality of data exist in 

the works. These solutions mainly target data which exist in relational databases and data warehouses. 

The recent advent of big data analytics and resurgence in machine learning demands evaluating the 

suitability relational database-centric approaches to data quality. In this paper, we plan to target data 

quality issues related to the Address World in the context of big data and machine learning, and 

devise a systematic and planned data governance-framework to improve the data quality of the 

Address as a whole, finally describe the approach to its implementation.   
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1. INTRODUCTION  

Data quality plays a critical role in computing 

applications overall and data-concentrated 

applications in particular. Data acquisition and 

authentication are among the major tasks in 

data-intensive applications. High-quality data 

brings business value in the form of more 

knowledgeable and quicker decisions, 

increased returns and reduced costs, increased 

ability to meet legal and regulatory compliance, 

among others. Data quality depends on the task 

and is often defined as the degree of data 

fitness for a given purpose. It indicates the 

degree to which the data is complete, 

consistent, free from duplication, accurate and 

timely for a given purpose. The application of 

relevant practices and controls to improve data 

quality is referred to as data quality 

management. Defining and assessing data 

quality is a difficult task as data is captured in 

one context and used in totally different 

contexts. Additionally, the data quality 

assessment is industry-specific, less objective, 

and requires noteworthy human participation.  

The quality of data is defined by different 

factors such as the accuracy, the completeness, 

the consistency, validity, uniqueness and the 

timeliness as shown in the figure1. That quality 

is necessary to fulfill the needs of an 

organization in terms of operations, planning 

and decision-making. 
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Figure 1: Data Quality Factors 

Today, the majority of a company's operations 

and strategic decisions are based on data, thus 

quality is even more important. High quality 

data has lots of advantages as shown in figure 

2. A Low-quality data is, in fact, the greatest 

cause of failure for advanced data and 

technology initiatives, costing American firms 

$9.7 million each year (not counting businesses 

in every other country of the world). Low-

quality data, in general, can have a negative 

influence on productivity, profitability, and 

overall return on investment (ROI). 

 

Figure 2: Advantages of Data Quality 

Data quality management (DQM) is a set of 

techniques aimed at ensuring that data is of 

good quality. DQM encompasses all aspects of 

data management, from data collection to 

advanced data processing to data delivery. It 

also necessitates a managerial oversight of the 

data you've gathered. Effective DQM is 

considered as critical to any consistent data 

analysis, since data quality is critical to draw 

actionable and, more importantly, correct 

insights from your data. 

We’ll get into some of the consequences of 

poor-quality data in a moment. However, let us 

not fall into the "quality trap," because the 

ultimate purpose of DQM is to maximize return 

on investment (ROI) for those business sectors 

that rely on data, not to establish subjective 

views of what "high-quality" data is. 

The benefits of good DQM can have a ripple 

effect on an organization's performance, from 

customer relationship management through 

supply chain management to enterprise 

resource planning. Organizations can create 

data warehouses with high-quality data to 

examine trends and develop future-oriented 

plans. The favorable ROI on quality data is 

broadly acknowledged across the industry. 

According to recent Accenture big data 

surveys, 92 percent of executives who use big 

data to manage are happy with the results, and 

89 percent consider data to be "very" or 

"extremely" significant because it will 

"revolutionize operations in the same way the 

internet did." The rest of the article is organized 

as follows. Section 2 presents related works, 

section 3 discuss traditional vs. machine 

learning data quality management, section 4 

presets our proposed method, followed by 

result and discussion in section 5 and 

conclusion and future scope in section 6.  

 

2. RELATED WORKS  

Data quality is a great matter of interest in 

many application areas[1].  Let us consider the 

software engineering area. The usefulness of an 

estimate models in the empirical software 

engineering critically dependent on the quality 

of the data used in building the prototypes [2]. 

Data quality analysis plays an important role in 

appraising the practicality of data composed 

from the Software Process frameworks [3] and 

empirical software engineering research [4]. 

Cases Inconsistency Level is a metric for 

investigating conflicts in software engineering 

datasets [5]. Data quality is studied in 

numerous other domains including cyber-

physical systems [6], assisted living systems 
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[7], citizen science [8], ERP systems [9], 

accounting information systems [10], drug 

databases [11], smart cities [12], sensor data 

streams [13], linked data [14], data integration 

[15], [16], multimedia data [17], scientific 

workflows [18], and customer databases [19]. 

Big data management [20], Internet of Things 

(IoT) [21], and machine learning [22] domains 

are generating renewed interest in data quality 

research. A extensive variety of area specific 

practices to measure and enrich the class of 

data exist in the works [23], [24]. Authors in 

[25] proposed a Firefly Update Enabled Rider 

Optimization Algorithm (FU-ROA), which is 

the hybridization of the Rider Optimization 

Algorithm (ROA) and Firefly (FF). The impact 

of data quality management on supply chain 

presented by authors in [26].  In [27] authors 

presented an extensive survey on different data 

cleaning techniques for web information 

system to improve the quality of data. Authors 

in [28] showed how different determinants 

impact specific information quality (IQ) 

dimensions of shared demand-related 

information in dyadic supply chain 

relationships. In [29] authors proposed an 

approach for the analysis of variance and 

distribution of datasets for modeling product 

quality prediction. These characteristics have to 

be analyzed to interpret the results correctly. In 

[30] authors explored outcomes that arise from 

a data quality improvement process 

implementation in an operations management 

environment. Over a three-year period, they 

were conducted a longitudinal single case study 

at an organization that maintains a large fleet of 

aircraft, collecting and analyzing qualitative 

interviews and observations.  

 

3.  TRADITIONAL VS MACHINE 

LEARNING DATA QUALITY 

MANAGEMENT 

Current view: Traditional Data Quality 

Management relies on manual data correction 

by data stewards. Determining how to prevent 

the Data Quality exceptions in the future 

requires additional effort in terms of revisiting 

the Data Quality rules. This is having high cost 

associated with it. Also the scalability is 

another issue because increase in data volume 

may impact efficiency. 

Future view: Leveraging Machine Learning to 

understand new data patterns improves the 

client’s data quality and causes data 

stewardship efforts to be limited to validation 

rather than correction. This to be a solution 

which will not only be scalable but also will 

adaptive with little efforts can be easily applied 

to any data patterns or specific structured data 

use case.  

The architecture of both traditional and 

machine learning data quality management are 

shown in the figure 3 and figure 4 respectively. 

 

Figure 3 : Current View 
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Figure 4 : Future View 

4. PROPOSED METHOD: 

Our proposed work addresses the problem s of 

traditional approaches of data quality 

management.  Here we proposed a machine 

learning based data standardization technique 

to improve the quality of data so that industry 

can directly use the standardized data for quick 

processing. Overall flow chart of our proposed 

solution is shown in figure 5. 

 

4.1 Flow chart of our Proposed Solution: 

 

 

 

 

Figure 5: Flow Chart 

4.2 Algorithm of our Proposed Solution 

1. Unstructured address, i.e., RAW 

address will be the input to the proposed model. 

This data set can be in the form of any standard 

file format. e.g., .csv, pipe delimited .txt file 

etc. 

2. Any industry standard data quality tool, 

in this case a Java based simulation module to 

perform the data processing followed by data 

standardization on the raw address data based 

on predefined attributes.  
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a. Output can either be standardized 

address which will directly go to the data 

repository, else  

b. Partially formatted address to be fed to 

the ML based Intelligent Data Quality 

Assessment component to further standardize 

the unhandled data into identified tokens 

c. This will be exposed as REST API 

service for integration platforms. 

3. ML based Intelligent Data Quality 

Assessment in this case to be simulated by a 

Java module for error rectification and structure 

the address fully. 

4. Intelligent platform offerings will also 

be deployed as a REST API for further 

integrations. 

5. Any exceptions at this layer will be 

used as the fixes to the ML training data set for 

the learning of the ML component for either 

real-time or near real-time feed.  

4.3 High Level Architecture of the Proposed 

System 

High level architecture of our proposed work is 

shown in figure 6. The given architecture 

works based on the aforesaid algorithm. 

 

Figure 6: High Level Architecture of our proposed model

 

5. RESULTS AND DISCUSSION 

From the analysis it is clear that manual 

checking time increases exponentially as the 

data volume increases but in case of automatic 

checking using machine learning approach time 

increase gradually as volume of data increases. 

Figure 7 shows the performance the 

performance improvement of machine learning 

approach over traditional approach. 
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Figure 7: Performance improvement over traditional approach 

 

6. CONCLUSION AND FUTURE 

SCOPE 

Our proposed machine learning based data 

quality improvement technique provides lot of 

benefits in terms of scalability, variability of 

data change, effort reduction, variety of data 

and seamless integration. Proposed technique 

reduced data correction time considerably by 

~50-60% over traditional data correction 

technique. It reduces data processing cost and 

time. But one limitation of approach is that due 

to the lack of large volume training data the 

algorithm may produce inefficient result. In 

near feature we want to tune our proposed 

approach using different deep learning 

paradigms to achieve more refined result. 
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