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ABSTRACT : 

Skin cancer is an alarming disease for mankind. The necessity of early diagnosis of the skin 

cancer have been increased because of the rapid growth rate of Melanoma skin cancer, its high 

treatment costs, and death rate. This cancer cells are detected manually and it takes time to 

cure in most of the cases. This project proposed an artificial skin cancer detection system using 

image processing and artificial intelligence method. The features of the affected skin cells are 

extracted after the segmentation of the dermoscopy images using feature extraction technique. 

A deep learning-based method convolutional neural network classifier is used for the 

stratification of the extracted features.  

 

I. INTRODUCTION 

Automated skin lesion classification in dermoscopy 

images is an essential way to improve the diagnostic 

performance and reduce melanoma deaths. Automatic 

localization of skin lesions within dermoscopy images 

is a crucial step toward developing a decision support 

system for skin cancer detection. However, 

segmentation of the lesion image can be challenging, 

as these images possess various artifacts distorting the 

uniformity of the lesion area. Recently, deep 

convolution learning-based techniques have drawn 

great attention for pixel-wise image segmentation. 

These deep networks produce coarse segmentation, 

and convolutional filters and pooling layers result in 

segmentation of a skin lesion at a lower resolution than 

the original skin image. To overcome these drawbacks, 

the proposed system uses a super pixel-based fine-

tuning strategy to effectively utilize the characteristics 

of the skin image pixels to accurately extract the 

border of the lesion. The proposed approach not only 

learns a global map for skin lesions, but also acquires 

the local contextual information, such as lesion 

boundary. It can, therefore, accurately segment lesions 

within a given skin image, even in the presence of 

fuzzy boundaries and complex textures. 

 

II.BACKGROUND  

A skin lesion is a part of the skin that has an abnormal 

growth or appearance compared to the skin around it. 

Two categories of skin lesions exist: primary and 

secondary. Primary skin lesions are abnormal skin 

conditions present at birth or acquired over a person's 

lifetime. Secondary skin lesions are the result of 

irritated or manipulated primary skin lesions. Change 

of recreational behavior together with the increase in 

ultraviolet radiation cause a dramatic increase in the 

number of melanomas diagnosed. The DCNN is used 

for the classification task has a remarkable localization 

ability that can highlight the discriminative regions in 

images, despite being trained with only image-level 

labels, instead of the bounding boxes of discriminative 

regions. Hence, strengthening the discriminative 

ability of a DCNN via taking advantage of its self-

attention ability. Since the higher layers in a DCNN 

have a better ability for semantic abstraction than 

lower ones, it might be possible to use the feature 

maps obtained by higher layers as the attention mask 

of lower ones. Meanwhile, the residual network is 

more suitable for small-sample learning problems than 

other DCNNs, such as AlexNet , VGG, and 

GoogLeNet, since it uses shortcut connections to skip 

one or more layers, and thus enable the construction of 

a deeper network. The raw input image is transformed 

through a multi-scale convolutional network, which 

produces a set of feature maps. The feature maps of all 

scales are concatenated, and then the coarser-scale 

maps are upsampled to match the size of the finest 

image scale map. 

 

III.PREVIOUS STUDY  

Many studies using machine learning have reported 

ways of classifying these ambiguous characteristics 
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using techniques such as traditional machine learning 

support vector machines (SVMs), K-means clustering, 

naïve Bayers classifiers, etc. Traditional machine 

learning methods require expert knowledge and time-

consuming hand-tuning to extract specific features. 

Therefore, with traditional machine learning, features 

that represent the characteristics to be extracted must 

be implemented using various segmentation methods: 

thresholding, adaptive thresholding, clustering, region-

growing, etc. To overcome these limitations, deep 

learning (a branch of machine learning) can be used to 

acquire useful representations of features directly from 

data. Especially, the convolutional neural network 

(CNN) model uses a deep learning architecture to 

create a powerful imaging classifier. For that reason, 

recently, it is widely used to analyze medical images, 

such as X-ray, CT, and magnetic resonance imaging 

(MRI) images. Deep learning algorithms through 

millions of data points to find patterns and correlations 

that often go unnoticed by human experts. These 

unnoticed features can produce unexpected results. 

Particularly in the case of deep learning-based disease 

diagnosis with medical images, it is important to 

evaluate not only the accuracy of the image 

classification but also the features used by the model, 

such as the location and shape of the lesion. However, 

one of the limitations is that there is a lack of 

transparency in deep learning systems, known as the 

black box problem. Without an understanding of the 

reasoning process to evaluate the results produced by 

deep learning systems, clinicians may find it difficult 

to confirm the diagnosis with confidence. The 

objective of this study to investigate the ability of 

multiple deep learning models to recognize the 

features of Skin cancer in PNS X-ray images and to 

propose the most effective method of determining a 

reasonable consensus. 

 

 

IV.IMAGE LABELING AND DATASET 

DISTRIBUTIONS  

All subjects were independently labeled as normal or 

SCC, BCC, Melanoma. Labeling was first evaluated 

with the original images on a picture archiving 

communication system (PACS) and secondly with the 

resized images that were used for the actual learning 

data. Datasets were defined as the internal dataset and 

temporal dataset, with the temporal dataset used to 

evaluate the test. The Internal dataset was randomly 

split into training (70%), validation (15%), and test 

(15%) subsets. The distribution of internal the test 

dataset consisted of 32% Normal, 32% SCC, and 34% 

BCC and 32% MELANOMA. 

 

V.BLOCK DIAGRAM 

 The data is being collected in the form the kaggle 

images that portrays the scanned parameters of skin 

cancer with two conditions, one is normal and another 

is cancer condition and the collected data are being 

trained with these conditions. A model file has been 

developed for acquiring the input image. An CNN 

algorithm has been applied for the image analysis with 

the previous data. 

 

 

 
 

VI.PREPROCESSING 

 Images come in different shapes and sizes. They also 

come through different sources. Taking all these 

variations into consideration, we need to perform some 

pre-processing on any image data. RGB is the most 

popular encoding format, and most natural images. 

Also, among the first step of data pre-processing is to 

make the images of the same size. Here we have used 

auto resizing for training to make all the images in the 

dataset to convert in to same resolution. 

 

 

 

VII.FEATURE EXTRACTION  

The process of feature extraction is useful when you 

need to reduce the number of resources needed for 

processing without losing important or relevant 



5407                                                                                                        Journal of Positive School Psychology 

 

©2021JPPW.Allrights reserved 

information. Feature extraction can also reduce the 

amount of redundant data for a given analysis. Also, 

the reduction of the data and the machines efforts in 

building variable combinations (features) facilitate the 

speed of learning and generalization steps in the 

machine learning process. 

 

 

 

VIII.CNN 

 In deep learning, a convolutional neural network 

(CNN) is a type of deep neural networks, which deals 

with the set of data to extract information about that 

data. Like images, sounds or videos etc. can be used in 

the CNN for the data extraction. There are mainly 

three things in CNN. First one is local receptive field 

and then shared weight and biases and the last one is 

activation and pooling. In CNN, first the neural 

networks are trained using a heavy set of data so that 

the CNN can extract the feature of given input. When 

the input is given, first image preprocessing is done 

then the feature extraction occurs on the basis of set of 

data stored and then the classification of data is done 

and output is shown as the result. The CNN can deal 

with those input only for what the neural network is 

trained and the data is saved. They are used in image 

and video recognition, recommender systems, image 

classification, medical image analysis, and natural 

language processing. 

 

IX.DATASET  

One major advantage of using CNNs over NNs is that 

you do not need to flatten the input images to 1D as 

they are capable of working with image data in 2D. 

This helps in retaining the spatial properties of images. 

So here we are using x-ray data base which consist of 

four categories Normal, SCC, BCC, Melanoma. 

 

X.PRE-PROCESSING STEPS  

The pre-processing steps were conducted with 

resizing, patch, and augmentation steps. The first pre-

processing step normalizes the size of the input 

images. Almost all the radiographs were rectangles of 

different heights and too large (median value of matrix 

size ≥1,800). Accordingly, we resized all images to a 

standardized 224×224 pixel square, through a 

combination of preserving their aspect ratios and using 

zero-padding. The investigation of deep learning 

efficiency depends on the input data; therefore, in the 

second processing step, input images were pre-

processed by using a patch (a cropped part of each 

image). A patch was extracted using a bounding box 

so that it contained sufficient cancer segmentation for 

analysis. Finally, data augmentation was conducted for 

just the training dataset, using mirror images that were 

reversed left to right and rotated −30, −10, 10, and 30 

degrees. 

 

XI.IMAGE LABELING AND DATASET 

DISTRIBUTIONS 

All subjects were independently labeled twice as 

“normal” or “Cancer” by two radiologists. Labeling 

was first evaluated with the original images on a 

picture archiving communication system (PACS) and 

secondly with the resized images that were used for 

the actual learning data. Datasets were defined as the 

internal dataset and temporal dataset, with the 

temporal dataset used to evaluate the test. The internal 

dataset was randomly split into training (70%), 

validation (15%), and test (15%) subsets. 

 

XII.CONCLUSION 

In this project, we have proposed a reliable and robust 

method for skin cancer detection in highly cluttered 

images using CNN. The cluttered images are obtained 

using dermoscopy images.  The image sequences also 

provide the candidate cancer region proposals done by 

multilevel graph cut. We have introduce a verification 

step in which the proposed region is classified into 

SCC,BCC,Melanoma,Normal classes, Thus, 

determining whether the proposed region is truly 

affected by skin cancer or not. We applied CNN 

features to machine learning algorithm to achieve 

better performance. 
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