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Abstract 

One of the efficient ways of to avoid physical devices such as keyboards and mice are hand gesture 

controlled environment, where the user need to be located in a specific location to use these devices. 

The input feature plays a vital role in hand recognition, and the selection of good features 

representation. This paper deals with the hand posture and recognition method, as it is considered to 

be one of the challenging problem. Our main goal is to combine computer vision to our daily life to 

make optimal use of it. Some of the applications and system based on hand posture recognition are 

discussed in the explanation section hope it would help in succeeding the goal of this research area. In 

case of this we have tried to implement deep learning method called as convolution neural 

network(CNN) to make this project be more fruitful. 

Index Terms—Computer vision, Convolution neural network(CNN), Hand gesture recognition, 

Human computer interaction (HCI). 

 

I. INTRODUCTION 

With the advancement of computer and 

computing experiences we currently interact 

with keyboard, mouse and pen are not natural 

enough for them. On PC platform, we get 

mixture of virtual and augmented reality which 

is more natural and efficient approach and 

requiring more natural and intuitive interface 

with lesser physical interference. For mobile or 

hand held devices, this freedom of experience is 

prohibited and user cannot exercise there 

interaction to the fullest as it is mostly 

embedded with tiny keyboard or touch screen. 

Hand gesture is frequently used in our daily life 

to convey message or to show our expression 

through body language. We are focusing on 

these part so that human can interact with 

computer with more efficiency and fluently. 

Though terms like hand gesture and hand 

posture sounds similar in nature but there are 

some significant differences between them. 

Hand posture are simple hand signs in most 

cases with specific meaning for example hand 

signs like victory sign,peace sign etc. [1] We 

can identify different movements of hand as 

dynamic movement and complex movement. 

Dynamic movement are recognized as  simple 

hand movements like waving. Complex 

movement mainly contains wrist movement 

combined with fingers and hand  movement and 

the change of hand orientations and positions. 

Example of this kind of movement is similar to 

sign language. 

In this paper we are going to do a thorough 

search on the perspectives of hand movement 

and capturing there meanings through the 

computer vision enhanced by CNN and other 

features of deep learning. 

II. II. LITERATURE REVIEW 

Gesture is a body language through which 

human convey their feelings and express their 

emotions. [2] The  different gestures of the five 

fingers may have their respective significant 
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meanings. Hand gesture recognition is a 

complex system that is composed of gesture 

modeling, gesture analysis and recognition, and 

machine learning. From previous works on 

hand gestures are- Hidden Markov Model 

(HMM) that  was used to a real-time denotation 

level of Sign Language recognition system [9]. 

A gesture cab be modeled as a HMM state 

sequence. 

Using gesture denotation analysis is compatible 

for recognizing a sequence of gestures in doing 

a complex task, but it is insufficient to correctly 

identify gestures in a simple continuous motion. 

Recently deep learning is widely applied to 

many applications and CNN is one of the most 

popular and efficient option to handle image 

based deep learning implementations.  

III. METHODOLOGY 

 

Fig.1 Framework of the purposed human 

gesture recognition  

IV. SKIN SEGMENTATION 

In computer vision, the source of light plays a 

vital role as it affects the system performance 

and its effectiveness.[22] Using color threshold 

to distinguish between skin and non skin parts 

are common practice, but color thresholds are 

not enough to describe the some properties of 

skin color under certain light conditions, though 

the YCbCrcolor space is less sensitive to the 

light condition than the RGB color space is 

used, the result is still defective. From Fig. 2, 

some of the pixels on the  little fingers and the 

ring finger are seemed  to be non-skin pixels. 

 

Fig. 2 Histogram image of hand 

V. HAND TRACKING 

It is a challenging task to track the objects. 

Texture or appearance based methods have 

been improved to be more robust for the non-

rigid objects.[6] Although shape based methods 

achieve better results for rigid objects, it is not 

suitable for the jointed objects, such as hand. 

Some approaches resort to background 

modeling with limitation of stationery camera. 

In case of tracking position of hand optical 

based detection is used as it is more effective. 

VI. HAND SEGMENTATION 

After detecting a hand ,the first performed by 

computer is capturing the color of hand from 

the neighborhood of features mean position. 

Considering trade-off between computational 

cost and accuracy of description, we  Gaussian 

model to describe hand color in HSV color 

space. In Fig.3(a), [7] the bigger white dot 

denotes features’ mean position. features within 

the circumference are used to get instant hand 

color models. Histogram method is typically 

used to detect skin as it excludes other body 

parts and objects. If  histogram detects other 

objects then it will ignore it and cut the 

important sections from the image via image 

segmentation. In that case our method can get 

better results like Fig.3(b). 

 

Fig .3(a) Mean position detection. 
 

 

Fig . 3(b) Histogram detected pictures of hand. 
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VII. GESTURE AND POSTURE 

RECOGNITION 

Gesture system can be classified as the 

following three states,1>glove based vision 

2>low level features and  3>vision based 

features. The most efficient one among these 

approaches is glove based vision but it comes 

with a drawback as it is quite costly,so other 

alternatives like vision recognition and gesture 

recognition mainly focuses on the algorithm 

and computer vision to  identifying the shape of 

hand and work according to it to perform work 

suggested by the machine or robot. 

A. 3D Hand Model based Approaches: There 

are many methods that have already been used 

to analysis,model and represent the shape and 

size of hand and a large data base .[26] In case 

of 3D hand modeling hand is observed as an 

articulated deform able object,therefore feature 

extraction cause a great deal of problem while 

running the algorithm. 

B. Appearance based approaches: Known as 

View based approaches, it signifies that when 

ever the picture of a hand is taken using the 

intensity of 2d images it tries to define the 

gesture of views. Appearance based approach is 

much easier compared to  3D model based 

approaches, as a result there are many to search 

for alternative representation of the hands. 

C. Low Level Features based Approaches: 

these approach is mainly based on mapping 

between the input  video and the gestures. 

According to some researchers full hand 

reconstruction are not needed for gesture 

recognition system. [27] An example those 

features which can be extracted quickly are 

supposed to be corrupted with noise. Low level 

features include: the center of the hand region , 

an elliptical bounding parts of the hands, edges, 

fingers  and depressions, moments, and 

histograms . 

 
Fig. 4. Different hand positions captured. 

VIII. APPLICATIONS OF HAND 

GESTURE RECOGNITION 

Here are some of the well known fields of hand 

gesture recognition : 

 A. Sign Language Recognition 
Sign language recognition is a problem that has 

been addressed in research for years. However, 

we are still far from finding a complete solution 

available in our society. 
Among the works developed to address this 

problem, the majority of them have been based 

on basically two approaches: contact-based 

systems, such as sensor gloves; or vision-based 

systems, using only cameras.  
This paper presents a prototype of a computer  

vision based translation system for sign 

language using convolution neural networks. 

The post is divided into three main parts: the 

system design, the data-set, and the deep 

learning model training and evaluation. 

B. Robotics, Human Manipulation and 

Instruction 

 Its applicability is vast in health sectors as the 

can be used to build high quality prosthetic 

limbs capable of doing jobs resembling natural 

hands and legs.  Various researches for robot 

control applications are implemented. 

This display presents the template of a dual-

cam first-person insight conveyance system for 

a sign language with the help of convolutional 

neural networks. The use of gestures to control 

the robots is correlated to the virtual reality 

interaction system. 

 C. Virtual Reality 

Virtual Reality (VR) is computer generated 

world to give real world experience or beyond 

it, making the user feel they are immersed in 

their surroundings in other words it is perfect 

blend between physical and virtually created 

world. Based on the Wii controller hardware. 

The exact origins of virtual reality are disputed, 

partly because of how difficult it has been to 

formulate a definition for the concept of an 

alternative existence.[22] The development of 

perspective bought new era and created 

convincing depictions of spaces that did not 

exist. 

 D. Gesture-to-speech 

gesture-to-speech is an application of modern 

days which help to convert any kind of body or 

hand gesture to speech. I can be very much 

useful in the medical field for hearing impaired 

https://en.wikipedia.org/wiki/Perspective_(graphical)
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people, it would make there public interaction 

much more easier and efficient as 

communication will occur through  computer 

devices surrounding  them. Glove mapping 

devices to capture hand posture would be quite 

effective for this purpose  and conversion 

gesture to speech with neural networks and 

algorithms. 

E. Games 

For computer games, are huge market based on 

entertainments. To add gesture recognition in 

these field will make it more enjoyable and give 

better real life experience to the player. 

Rautaray (2010) implemented earlier computer 

vision and gesture recognition in gaming world 

to enhance the process, and developed a low 

cost vision based vlc system. 

IX. CONCLUSION 

In this paper,we developed a CNN-based 

human hand gesture recognition system. The 

salient feature of the system is that there is no 

need to build a model for every gesture using 

hand features such as fingertips and contours. 

To have robust performance, we applied a 

GMM to learn the skin model and segment the 

hand area for recognition. Also, the calibration 

of the hand pose was used to rotate and shift the 

hand on the image to a neutral pose. Then, a 

CNN was trained to learn seven gesture types in 

this paper. 
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