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ABSTRACT 

Automobile insurance fraud detection is one of the most essential and highly demanding process need to be 

accomplished in the insurance industries. The existing works are highly concentrated on developing the fraud 

detection system by using various detection with the major issues of high complexity in computational 

operations, requires more time consumption, reduced speed of processing, and high error outputs. The 

proposed work objects to implement an efficient optimization based classification model for designing the 

automobile insurance fraud detection system. For this purpose, an Intensified Social Spider Optimization 

(ISSO) based Progressive Kernel Ridge Regression (PKKR) classification mechanism is developed in this 

work, which helps to accurately detect the insurance frauds from the given datasets. Initially, the data 

preprocessing and clustering operations have been performed by using the Distance based Fuzzy Clustering 

(DFC) approach, which produces the normalized clustered dataset for further processing. Then, the ISSO 

technique is deployed to select the best features for training the model of classifier based on the optimal 

fitness value. By using these features, the PKKR classifier accurately predicts the insurance frauds with 

reduced computational complexity and time consumption. During performance analysis, various evaluation 

indicators are used to validate the results of proposed detection mechanism.  

Keywords:Automobile Insurance Fraud Detection (AIFD), Fuzzy Distance based Clustering (FDC), 

Intensified Social Spider Optimization (ISSO), ProgressiveKernel Ridge Regression (PKRR) 
 

1. INTRODUCTION 

Due to the rapid growth of insurance industries, the 

fraudulent activities are highly increasing in the 

recent days [1, 2]. According to the recent reports, it 

is studied that around 20% to 35% of automobile 

insurance privileges are identified as the fraudulent. 

Normally, the insurance frauds target [3, 4]to 

increase the economic and reputation loss of 

insurance industries, which is considered as the 

major crisis need to be resolved by using an effective 

prediction approach. The insurance fraud detection is 

considered as one of the most challenging task in 

both technical and operational sides. Conventionally, 

an inspection audit[5]has been conducted for the 

identification and detection of insurance frauds. Also, 

it is considered as a kind of anomaly detection 

problem, which is solved by the use of detection and 

classification techniques[6-8]. In thispresentstudy, 

various machine learning and deep learning based 

classification techniques are used for identifying and 

accurately detecting the fraud in automobile 

insurance sector. The typical detection framework 

comprises the working modules of dataset collection, 

normalization, clustering, feature selection, and 

classification[9, 10]. In which, the preprocessing is 

one of the most essential process in the detection 

system, because the noisy data can degrade the 

performance of entire system with increased 

misclassification results. Hence, it must be 

preprocessed [11, 12]by missing value prediction, 

noise elimination, and normalization. After that, the 

clustering is performed to group the similar attributes 

into the form of clusters, which helps to improve the 

prediction accuracy of classifier. 

      Moreover, the optimization and classification[13, 

14] are the most essential stages of insurance fraud 

detection system, in which the optimization 

techniques are mainly used to select the particular 

number of features by computing the optimal global 

solution. For this purpose, there are different types of 

techniques[15] have been utilized in the conventional 
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works, which includes Whale Optimization (WO), 

Artificial Bee Colony (ABC) optimization, Cat 

Swarm Optimization (CSO), Genetic Algorithm 

(GA), and other meta-heuristic techniques. 

Consequently, the classification approaches[16] are 

increasingly used for predicting the classified label as 

whether normal or anomaly. For automobile 

insurance fraud detection system, the different types 

of classifiers such as Support Vector Machine 

(SVM), Decision Tree (DT), Naïve Bayes (NB), K-

Nearest Neighbor (KNN), Gradient Boost (GB), and 

other machine learning/deep learning techniques are 

used in the present days. Still, the conventional 

techniques facing the problems[17, 18] of increased 

error rate in detection, high time consumption for 

training and testing the data, reduced convergence 

speed, and reduced detection performance. In order 

to solve these problems, the proposed work intends 

to develop an intelligent optimization based 

classification technique for designing an automobile 

insurance fraud detection system. The major 

contributions of the proposed work are as follows: 

 To develop an intelligent automobile 

insurance fraud detection system, an 

advanced optimization based classification 

methodologies are implemented. 

 To cluster the normalized dataset for 

simplifying the process of classification, a 

Fuzzy Distance based Clustering (FDC) 

technique is employed. 

 To optimally select the suitable number of 

features based on the best fitness function, 

an Intensified Social Spider Optimization 

(ISSO) technique is deployed, which helps 

to improve the accuracy of classifier. 

 To accurately predict the classified label 

based on the optimal set of features, the 

Progressive Kernel Ridge Regression 

(PKRR) based classification technique is 

utilized.  

 To validate the results of the proposed fraud 

detection system, various performance 

measures are validated and compared with 

the recent state-of-the-art models.  

        The remaining portions of this paper are 

segregated into the following units: Section II 

reviews some of the existing works related to the 

data clustering, optimization, and machine learning 

classification techniques used for an automobile 

insurance fraud identification and detection. Also,  

the advantages and disadvantages of each technique 

according to its working operations and 

characteristics has been discussed. Then, the clear 

description about the research methodology with its 

working flow and algorithmic models are presented 

in Section III. The performance analysis of both 

conventional and proposed fraud detection 

techniques are validated and compared by using 

various measures in Section IV. Finally, the overall 

paper is concluded with its future work in Section V.  

2. LITERATURE REVIEW 

This section reviews some of the existing works 

related to the concept of automobile fraud detection 

system using optimization and machine learning 

based classification techniques. Also, it discusses 

about the benefits and demerits of each technique 

according to its key features and characteristics.  

Itri, et al [19]utilized an Extreme Gradient Boost 

(XGB) classification technique for developing an 

automated fraud detection system. The main 

contribution of this work was to reduce the human 

intervention and financial losses in the automobile 

insurance system by identifying the fraudulent claims 

with the help of machine learning classification 

approach. The major stages involved in this work 

were data preprocessing, exploration, privacy 

preservation, and classification. The key benefits of 

this work were better detection rate and increased 

accuracy. However, it facing the difficulties related 

to the factors of high computational complexity and 

time consumption for classification. 

Majhi, et al [20] suggested a fuzzy clustering 

incorporated with modified whale optimization 

algorithm for developing an automobile insurance 

fraud detection framework. The main focus of this 

work was to utilize the clustering based optimization 

technique for obtaining the best optimal solution to 

improve the performance of classifier. Also, various 

machine learning based classification approaches 

were compared in this work for validating the 

increased performance of optimization based 

classification technique. However, this work has the 

major limitations of increased time consumption for 

training and testing the data. Subudhi, et al [21] 

utilized a hybrid optimization based clustering 

model, named as, Genetic Algorithm (GA) with 

Fuzzy C-Means (FCM) clustering for the detection of 

frauds in an automobile industries. Here, the 10-cross 

fold validation method was used to validate the 

performance of the detection system. Subudhi, et al 

[22]implemented an optimized FCM technique for 

developing a two stage insurance fraud detection 

system. This work mainly intends to increase the 

accuracy of classification by implementing an 

optimization based clustering approach. Also, some 
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of the extensively used machine learning approaches 

such as Support Vector Machine (SVM), Multi-

Layer Perceptron (MLP), and Decision Tree (DT) 

have been validated and compared in this work for 

analyzing the better performance of detection 

mechanism.  

Liu, et al [23] introduced a Maximum Likelihood 

Evidential Reasoning (MAKER) framework for an 

accurate automobile insurance fraud detection. This 

work mainly objects to utilize the Evidential 

Reasoning (ER) rule for increasing the overall 

detection efficiency. Here, the data driven and 

experience based likelihood functions were estimated 

for improvising the process of classification. Yet, this 

framework has the major limitations of increased 

computational cost and complexity, which affects the 

effectiveness and performance of the entire system. 

Pathi, et al [24] validated the efficiency of three 

different classification techniques such as SVM, 

MLP and K-Nearest Neighbor (KNN) for au 

automobile insurance fraud detection system. Here, 

the Synthetic Minority Oversampling (SMOTE) 

analysis was performed for solving the data 

imbalance problem. During this process, the minority 

and majority classes have been segregated from the 

unbalanced dataset, and the synthetic samples were 

randomly generated for the removal of imbalance 

class. The key benefit of this work was, the SMOTE 

analysis could improve the detection performance 

with reduced false positives.  

Pranavi, et al [25] implemented a Random Forest 

(RF) integrated with KNN classification algorithm 

for an accurate detection of insurance fraud. The 

main intention of this work was to utilize a hybrid 

machine learning technique for detecting the 

insurance frauds with increased accuracy and 

reduced complexity. The stages involved in this 

framework were data analysis, transformation, model 

training, testing and classification. However, this 

work does not has an increased ability to handle the 

large dimensional datasets with reduced time 

consumption. Yan, et al [26] employed an Extended 

Learning Machine (ELM) incorporated with the 

Artificial Fish Swarm Optimization (AFSO) 

technique for an automobile insurance fraud 

detection system. This paper objects to use an 

optimization based classification technique for 

accurately detecting the insurance frauds from the 

given datasets based on the optimal number of 

features. Also, an empirical analysis has been 

conducted in this work for evaluating the 

performance of this work by using various measures. 

Dhieb, et al [27] suggested an AI driven XGB 

classification technique for identifying and detecting 

the automobile insurance frauds from the datasets. 

Here, the blockchain methodology was implemented 

in this detection framework for increasing the speed 

of processing with reduced cost consumption. In 

addition to that, the risk management and handling 

events were also performed in this work by using the 

XGB classification approach. The major benefits of 

this approach were ensured accuracy, security, and 

optimal performance outcomes. Chen, et al [28] 

employed a Deep Convolutional Neural Network 

(DCNN) classification approach for developing the 

credit card fraud detection system. The main 

intention of this work was to utilize an enhanced 

classification model for improving the accuracy of 

detection. But, it facing the problems of increased 

computational complexity, requires high processing 

time, and cost consumption.  

In this present study, it is examined that the 

conventional fraud detection frameworks are highly 

using the different types of optimization based 

classification approaches for processing. Yet, it has 

the major issues related to the terms of complexity of 

computational operations, increased training and 

testing time, reduced efficiency, and inability of 

handling of large dimensional datasets. Hence, the 

proposed work intends to develop a new fraud 

detection framework by using an advanced 

optimization and classification techniques.  

3. RESEARCH METHODS AND MODELS 

The main contribution of this paper is to develop an 

enhanced automobile insurance fraud detection 

system by using an advanced optimization based 

classification methodologies. For this purpose, a 

novel Intensified Social Spider Optimization (ISSO) 

and Progressive Kernel Ridge Regression (PKRR) 

Classification methodologies are developed, which 

helps to detect the automobile insurance fraud with 

increased accuracy and reduced computational 

complexity. The major benefits of the proposed 

ISSO-PKRR based automobile insurance fraud 

detection system are as follows: reduced 

computational complexity, requires minimal time 

consumption, increased detection efficiency, high 

accuracy, and optimal performance rate. The overall 

flow of the proposed system is shown in Figure 1. 

 

Here, the input datasets are preprocessed at first for 

normalizing the dataset by identifying the missing 

values and eliminating the irrelevant attributes. 

Normally, the data preprocessing is one of the most 

essential stage for the detection and classification 

systems, because the overall performance of the 

classifier is highly depends on the quality of input 

data. Hence, it must be preprocessed for eliminating 
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the noisy contents and, the normalized dataset can be 

used for further processing. After that, the data 

clustering can be performed for grouping the 

attributes of information based on the distance value, 

which is done by using the Fuzzy Distance based 

Clustering (FDC) approach.  

 

Moreover, the data clustering helps to simplify the 

process of classification by grouping the data into the 

form of clusters. In this technique, the data matrix is 

initialized at first for computing the centroids, and 

the degree of membership can be estimated 

according to the distance value. Then, the clustered 

data is fed to the input of feature selection, which is 

also one of the most essential operation in the 

detection application systems. Because, the 

optimization techniques are mainly used for selecting 

the best number of attributes based on the optimal 

fitness function, which helps to improve the accuracy 

and reduce the time consumption of overall detection 

system. In addition to that, it is used to train the data 

model using the optimal number of features for 

improving the efficiency of classifier. Finally, the 

Progressive Kernel Ridge Regression (PKRR) based 

machine learning technique is utilized to predict the 

classified label based on the optimal feature set. For 

evaluating the performance of this system, various 

measures such as sensitivity, specificity, accuracy, 

precision, recall, similarity coefficients, and error 

rate have been computed during analysis. Moreover, 

the obtained results are compared with some recent 

state-of-the-art models for proving the betterment of 

the proposed approach over the other techniques. 

 

 
Fig 1. Flow of the proposed system  

 

A. Distance based Fuzzy Clustering (DFC)  

      Initially, the automobile insurance dataset has 

been obtained as the input for processing, which is 

preprocessed at first by normalizing the attribute 

information. In general, the raw or original dataset 

comprises noisy contents, missing information, and 

irrelevant attribute information. Also, the noisy data 

can affect the detection accuracy of classifier with 

increased false positives, because the performance of 

detection system is highly depends on the input data. 

Hence, the data preprocessing is performed in this 

work for filling missing attributes and filtering the 

noisy contents for further processing. Moreover, the 

original imbalanced data can be balanced by using 

the Distance based Fuzzy Clustering (DFC) 

approach. The main purpose of using this technique 

is to construct the group of clusters based on the 

normalized attributes of information. Here, the 

membership functions are calculated for identifying 

the meaningful clusters in the given dataset, which 

also supports to reduce the objective function as 

shown in below: 

 

𝑂𝑏𝐹 =   𝑑𝑖𝑗
𝑟 | 𝑎𝑖 − 𝑐𝑙𝑗  |

2𝑐𝑙
𝑗=1

𝑁
𝑖=1            

(1) 

 

Where, 𝑂𝑏𝐹 indicates the objective function, 𝑐𝑙 is the 

centroid of cluster, r denotes the real number i.e. >1, 

and 𝑑𝑖𝑗  defines the degree of membership in the set 

𝑎𝑖  of cluster. Then, the steps involved in the DFC 

mechanism is represented in below: 

 

Algorithm I – Distance based Fuzzy Clustering 

Step 1: Initially, form the data matrix of cluster by 

using, 

 𝐷 = [𝑑𝑖𝑗 ]; 

 

Step 2: Then, the centroid of vector is estimated as 

shown in below: 

 𝐶𝑙(𝑣) = [𝑐𝑙𝑗 ]; 

 𝐶𝑙𝑗 =
 𝑑𝑖𝑗

𝑟 𝑎𝑖
𝑁
𝑖=1

 𝑑𝑖𝑗
𝑟𝑁

𝑖=1

 

 

Step 3: After that, the data matrices such as 𝐷 𝑣  and 

𝐷 𝑣+1  are estimated and updated by using 

the following model: 

 

 𝐶𝑙𝑗 =
1

  
||𝑎𝑖−𝑐𝑙 𝑗 ||

||𝑎𝑖−𝑐𝑙 𝑣||
 

2
𝑟
−1

𝑐𝑙
𝑣=1

 

 

Step 4: If the condition is satisfied, ||𝐷(𝑣+1) −

𝐷 𝑣 || < 𝜀 
 Stop; 

            Else 

 Go to Step 2;  
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B. Intensified Social Spider Optimization (ISSO) 

      In this stage, the set of features are extracted from 

the clustered data by using an Intensified Social 

Spider Optimization (ISSO) technique. The main 

contribution of using this technique is to optimally 

select the best features based on the estimated global 

optimum value. Then, the selected optimal number of 

features are fed to the classifier for training the data 

model, which helps to increase the accuracy of 

overall detection system. Because, the high number 

of features require more time for training and 

detection, which also reduces the efficiency of the 

system. Hence, it is more essential to optimally select 

the best features according to the best fitness value 

computed by using the ISSO technique. Moreover, it 

is a kind of meta-heuristic optimization model and, 

works based on the cooperative nature of social 

spiders. In this model, the searching space can be 

identified according to the best location of spiders. 

The key benefits of using this technique are as 

follows: 

 

 Increased convergence speed 

 Bets optimal solution with reduced 

number of iterations 

 High accuracy 

 Optimal performance efficiency 

In this model, the total number of female spiders are 

maximum in the communication, when compared to 

the make spiders. Then, its count is randomly 

selected based on the least proportion value as shown 

in below: 

 

𝐹𝑆𝐶 = [ 0.9 − 𝑟𝑎𝑛𝑑 ∗ 0.25 ∗ 𝐿𝑃]  

          (2) 

 

Where, 𝐹𝑆𝐶  is the female spiders, 𝐿𝑃 indicates the 

least proportion value, and rand denotes the random 

value lies in the range of [0, 1]. Consequently, the 

male spiders in the community are computed by 

using the following model: 

 

𝑀𝑆𝐶 = 𝐿𝑃 − 𝐹𝑆𝐶    
          (3) 

 

After that, the weight value is estimated based on the 

fitness value of all spiders as shown in below: 

 

𝜔𝑒 =
𝐹𝑖𝑠−𝑊𝐹

𝐵𝐹−𝑊𝐹
     (4) 

 

Where, 𝜔𝑒  indicates the weight value, 𝐹𝑖𝑠 denotes 

the fitness value of spider, 𝑊𝐹  is the worst fitness 

value and 𝐵𝐹  is the best fitness value of whole 

population. Furthermore, the tiny vibrations are 

estimated based on the weight and distance values of 

spiders as represented in below: 

 

𝑉𝑠,𝑡 = 𝜔𝑒𝑒
−𝑘𝑠,𝑡

2
     (5) 

 

Where, 𝑉𝑠,𝑡  denotes the vibrations between the spider 

s and t, 𝜔𝑒  is the estimated weight value, 𝑘𝑠,𝑡  

indicates the estimated distance value of spiders s 

and t. Moreover, the fitness is computed by using the 

cross-fold validation model represented in below: 

 

𝐹𝑖𝑠 = 1 − 𝐶𝐹𝑉𝑎     
 (6) 

 

𝐶𝐹𝑉𝑎 = 1 −
1

10
 |𝑎𝑐𝑐| × 10010
𝑖=1   

 (7) 

 

Based on the fitness value, the optimal solution is 

identified for selecting the best features used for 

training the classifier to detect the insurance frauds.  

 

C. Progressive Kernel Ridge Regression (PKRR) 

Classification  

      During the classification process, the optimal 

number of selected features obtained from the 

previous stage are considered as the inputs for 

processing. Then, these features are used to train the 

classifier model for accurately detecting the 

insurance frauds from the given dataset, which is 

accomplished by using the Progressive Kernel Ridge 

Regression (PKRR) model. It is a kind of machine 

learning classification approach and, mainly used for 

detecting the automobile insurance frauds from the 

desired datasets. The main operations involved in this 

mechanism are kernel estimation, linear dependency 

computation, weight value estimation, and output 

label prediction. In this technique, the dependencies 

between the covariance and response variables have 

been estimated for computing the linear function. For 

the given set of training samples, {(𝑎𝑖 , 𝑏𝑖)|𝑎𝑖 ∈
𝑋𝑁 , 𝑏𝑖 ∈ 𝑌𝑀 , 𝑖 = 1,2,… 𝑆}, the ordinary least square 

model is applied to reduce the loss of factor as 

represented in below: 

 

 (𝑏𝑖 − 𝜌𝑖𝑎𝑖)
2

𝑖               
(8) 

 

Where, 𝑏𝑖  indicates the row vector, 𝜌𝑖  is the least 

square value, and 𝑎𝑖  is the training sample. Then, the 

ridge regression is performed to reduce the cost 
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consumption and squared error values as represented 

by using the following model: 

 

𝑅 𝜌 =   𝑏𝑖 − 𝜌𝑇𝑎𝑖 +
||𝜌||2

𝜎𝑖             

(9) 

 

Where, 𝜎 indicates the regularization parameter that 

helps to minimize the estimate variance by 

maintaining the tradeoff between the bias and 

variance of the estimated value. In this model, the 

cross validation is also performed to identify the 

optimal parameters used for reducing the error 

values. By using this technique, the multivariate label 

has been predicted according to the kernel function. 

After estimating the linear dependency, the variance 

of estimated can be minimized with the total cost 

function by using equation (9). Consequently, the 

total derivatives are estimated by using the following 

model: 

 

𝜌′ =  𝐴𝐵𝑇 +
1

𝜎
 
−1

𝐴𝐵𝑇            

(10) 

 

After that, the kernel matrix is constructed based on 

the mercer condition as shown in below: 

 

 
𝜏𝑁𝑅 = 𝑅𝑀𝑇

𝜏𝑁𝑅𝑐,𝑑
= 𝑎𝑐 ∙ 𝑎𝑑 = 𝐾(𝑎𝑐 , 𝑎𝑑)

           

(11) 

 

Here, the kernel matrix 𝜏 can be replaced with value 

of random matrix 𝑅𝑀𝑇, then the input samples are 

mapped with the kernel function according to the 

input of feature space. Subsequently, the kernel 

function of the ridge regression model is estimated 

by using the following model: 

𝐾 𝜇, 𝑣𝑒𝑐 = exp⁡(−𝛿| 𝜇 − 𝑣𝑒𝑐 |2) (12) 

 

Where, 𝛿 defines the kernel parameter, and its output 

function of ridge regression is estimated as follows: 

 

𝑜 𝑥 =  
𝐾(𝑎, 𝑎1)

⋮
𝐾(𝑎, 𝑎𝑛)

  
1

𝜎
+ 𝜏𝑁𝑅 

−1
𝑍𝑇          

(13) 

 

𝜌∗ =  
1

𝜎
+ 𝜏𝑁𝑅 

−1
𝑍𝑇            

(14) 

 

Based on this output kernel function and parameter, 

the output predicted label has been produced as 

whether normal or fraud. The key benefits of the 

proposed ISSO-PKRR based automobile insurance 

fraud detection system are listed as follows: 

 Increased classification accuracy 

 Reduced time consumption for data 

training and testing due to 

optimization 

 Minimized error value and false 

positives 

 Minimal computational complexity 

 High efficiency in operation 
 

4. RESULT DISCUSSION 

This section evaluates the performance analysis of 

the proposed ISSO-PKRR based automobile 

insurance fraud detection system by using various 

measures. For validating this system, the automobile 

insurance dataset has been utilized in this work, and 

some of the existing detection systems are compared 

with the proposed model during evaluation by using 

the measures of sensitivity, specificity, accuracy, 

precision, recall, error rate, and similarity 

coefficients. In which, the sensitivity, specificity, and 

accuracy are the most widely used performance 

measures for validating the efficiency of 

classification. The increased values of these 

measures assure the better classification performance 

of the detection system. Consequently, the other 

measures precision, recall, f1-score, and similarity 

coefficients are also used for testing the overall 

effectiveness and accurateness of the detection 

techniques, which are calculated by using the 

following models: 

 

T P
S en s itiv ity

T P F N



    (15) 

 

T N
S p e c ific ity

T N F P




    (16) 

 

P r
T P

e c is io n
T P F P




    (17) 

 

T P T N
A ccu ra cy

T P T N F P F N




  

   (18) 

 

2 P r R e
1 _

P r R e

ec is io n ca ll
F S co re

ec is io n c a ll

 



  (19) 

 

P r
T P

e c is io n
T P F P




    (20) 
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R e
T P

ca ll
T P F N




    (21) 

 

2 P r R e
1 _

P r R e

ec is io n ca ll
F S co re

ec is io n ca ll

 




  (22) 

 

 

( ) ( ) ( ) ( )

T P T N F P F N
M C C

T P F P T P F N T N F P T N F N

  


   

 (23) 

 

T P T N
A ccu ra cy

T P T N F P F N




  

   (24) 

 

_ 1E rro r R a te A ccu ra cy           

(25) 

 

_
1

o e

e

P P
K a p p a C o e ff

P






         

(26) 

 

Table 1: Sensitivity, specificity, and accuracy 

analysis 

 

Techniques Sensitivity Specificity Accuracy 

MLP 49.98 28.75 74.98 

KNN 71.5 41.26 69.02 

SVM 90.53 38.92 58.41 

DT 92.27 58.35 79.24 

ISSO-

PKKR 

95.68 97.8 98.5 

 

Table 2: Training time of existing and proposed 

classification techniques 
 

Techniques Training time 

(ms) 

DT 471 

NB 155 

KNN 1254 

XGB 995 

ISSO-PKKR 985 

 

 
 

Fig 2. Comparative analysis based sensitivity, 

specificity, and accuracy  

 

Fig 2 and Table 1 compares the existing[24] and 

proposed classification approaches used for an 

automobile insurance fraud detection based on the 

measures of sensitivity, specificity, and accuracy. 

The existing techniques considered for this analysis 

are Multilayer Perceptron (MLP), K-Nearest 

Neighbor (KNN), Support Vector Machine (SVM), 

and Decision Tree (DT). Based on the obtained 

results, it is analyzed that the proposed the ISSO-

PKKR technique outperforms the other approaches 

with increased sensitivity, specificity, and accuracy 

values by exactly detecting the insurance frauds from 

the given datasets. 

 

 
 

Fig 3. Comparative analysis based on training time 

 

Fig 3 and Table 2 compares the training time of both 

existing [27] and proposed insurance fraud detection 

techniques, which includes Decision Tree (DT), 
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Naïve Bayes (NB), K-Nearest Neighbor (KNN), and 

Extreme Gradient Boost (XGB). Typically, the 

training time is defined as the amount of time 

required for training the model of classifier. When 

compared to the other approaches, the proposed 

ISSO-PKKR technique requires the reduced amount 

of time consumption. Because, the proposed 

mechanism selects the optimal number of features 

based on the best fitness value, which are further 

used for training the classifier.Similar to that, the 

precision, recall, accuracy and f1-score of both 

existing and proposed classification models are 

validated as shown in Fig 4 and Table 3. Normally, 

the overall improved performance of the detection 

and classification technique is determined based on 

the increased values of these measures. According to 

the obtained results, it is analyzed that the proposed 

ISSO-PKKR technique outperforms the other 

techniques with the increased values of these 

measures. Because, the distance based clustering 

model helps to normalize the unbalanced data by 

performing the missing values prediction, and 

irrelevant attributes removal. Then, the clustering has 

been applied on the normalized dataset for grouping 

the information, and this type of clustering based 

optimization and classification approach could 

efficiently increase the performance of detection 

system.  

 
 

Table 3:Precision, recall, accuracy and f1-score of existing 

and proposed techniques  

 

Techniques Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

score 

(%) 

DT 86.99 81 86 83 

NB 52.06 37.3 52 42.5 

KNN 42.70 22.3 42.7 25.5 

XGB 99.25 99.28 99.2 99.26 

ISSO-

PKKR 

99.5 99.3 99.3 99.35 

 

 
 

Fig 4. Comparative analysis based on accuracy, 

precision, recall and f1-score 

 

Table 4: Analysis on Prediction accuracy and 

Error rate 

 

Techniques Prediction 

accuracy 

Error rate 

BP 77.78 0.130 

GA-BP 88.89 0.040 

IAGA-BP 100 0.020 

NAGA-BP 100 0.010 

ISSO-PKKR 100 0.009 

 

Table 4 compares the prediction accuracy and error 

rate of existing [29] and proposed classification 

techniques, and its corresponding graphical 

representation are shown in Fig 5 and 6 respectively. 

The prediction accuracy of classifier is determined 

based on the amount of samples that are exactly 

predicted as the fraudulent. Similar to that, the error 

rate is estimated according to the number of samples 

that are incorrectly predicted by the detection 

technique. From this analysis, it is evident that the 

proposed ISSO-PKKR provides the reduced error 

rate and increased prediction accuracy values, when 

compared to the other techniques. By using an 

efficient optimization based classification process, 

the proposed detection could efficiently reduce the 

error rate.  
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Fig 5. Comparative analysis based on prediction 

accuracy 

 

 
 

Fig 6. Comparative analysis based on error rate 

5. CONCLUSION 

This paper presented an intelligent optimization 

based classification framework for accurately 

detecting the automobile insurance frauds.The major 

stages involved in this framework are data 

preprocessing, clustering, optimization, and 

classification. After normalization, the data 

clustering can be performed for grouping the 

attributes of information based on the distance value 

by using the FDC approach, which also helps to 

simplify the process of classification by grouping the 

data into the form of clusters. Typically, the high 

number of features require more time for training and 

detection, which also reduces the efficiency of the 

system. Therefore, the ISSO technique is used to 

optimally select the best features based on the 

estimated global optimum value. Then, the selected 

optimal number of features are fed to the classifier 

for training the data model. Finally, the PKKR 

classification approach is used to predict the 

classified label based on the optimal feature set. The 

major benefits of the proposed ISSO-PKRR based 

automobile insurance fraud detection system are as 

follows: reduced computational complexity, requires 

minimal time consumption, increased detection 

efficiency, high accuracy, and optimal performance 

rate. For validating the results of this technique, 

various evaluation measures have been used during 

performance analysis. Based on the assessment, it is 

observed that the proposed ISSO-PKKR technique 

outperforms the other existing techniques with 

improved performance results.  
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