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Abstract
Some fractional order integro partial differential equations are investigated. Some initial 

value problems are considered using the Picard technique. Furthermore, the topic of stability is 
discussed. In addition, the Cauchy problem is transformed to a nonlinear algebraic system. Finally, 
numerical results are produced for different values of fractional order and time . 
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1  Introduction
The Cauchy problems have many 

applications in different sciences especially in 
mathematical physics , theory of elasticity , 
mathematical engineering and contact problems. 
See [1, 2, 3, 4, 5]. For a linear fractional 
evolution, the author in [6, 7] , discussed the 
solution of Cauchy problem with singular kernel 
in a Banach space, Also , in terms of several 
probability density function. The same author 
obtains the general solution. The same authors in 
[9, 28, 29] solved the nonlinear fractional 
differential equation using semigroup method. In 
[8], the authors using an analytic and numerical 
methods to discuss the solutions of some linear 
partial differential equations. In [8], the authors 
employedProduct Nystrom method to get 
numerical solutions in [ , ] × [0, ), < 1.

Consider the following integro partial 
differential equation:

= + ℱ( , , ℑ ), 0 < ≤ 1,
( , 0) = ( ),

(1. 
1)

where ℑ is an integral operator which defined by 
: 

ℑ = ( , ) ( , ) , (1. 
2)

where | ( , )| ≤ , is a constant, and ( , ) is real valued function on ℝ × [0, ] , < 1. and ℑ ( , ) is a linear closed and 
bounded integral operator defined on any subset 
of ℝ × [0, ].
2  Basics and fundamentals

In the first case, we will discuss the existence 
of the solution. For this aim, consider the 
following Cauchy problem 

= +ℱ( , , ℑ ), 0 < < 1
( , 0) = ( )

(2. 
1)

Let us assume that the given function ℱ satisfies 
Holder condition:

(a)  |ℱ( , , ) −ℱ( , , )| ≤ ( − ) , ∈ [0, ], (2. 
2)

for all > , , ∈ [0, ] and all , ∈ ℝ, 
where and are positive constants, ≤ 1,

(b) ℱ satisfies the 
Lipschitzcondition|ℱ( , , ) − ℱ( , , ∗)|≤ | − ∗|,

(2. 
3)

for all , , ∗ ∈ ℝ and all ∈ [0, ] ,where > 0.
(c) |ℱ( , , )| ≤ ∗| |, ( ∗ > 0)

(ℱ is bounded by the third 
argument.) 

(2. 
4)

where > 0, ∈ [0, ], ℎ ∈ ℝ and is a 
positive constant. 

The integral convolution between and 
the generalized function,lies at the heart of 
fractional calculus theory. See Gelfand and 
Shilov on [9, 10, 11], therefore, the integral of 
order > 0 is defined as follow:

[ ( )] = 1( ) ( − ) ( ) . (2. 
5)

If 0 < < 1 , the fractional derivative of order 
is given as( ) = 1(1 − ) ′( )( − ) , (2. 

6)
where is given function.
Now, it is possible to reframe the Cauchy 
problem (2. 1) in this way,( , )= ( )
+ 1( ) ( − ) ( , )
+ ( − ) ℱ( , , ℑ ( , ))

(2. 
7)

where ℂ(ℝ × [0, ]) denotes all continuous 
functions set on ℝ × [0, ] , and define on ℂ(ℝ × [0, ]) a norm by : | ( , )| = max, | ( , )| ℝ, ∀

∈ [0, ], ∈ ℝ. (2.8)

For > 1and0 < < 1 , it is clear to see that

( − ) ≤ 1 , (2.9)

and

( − )
≤ 1 1 + 1 .

(2.10)

Consider the following integral equation, (See 
[6,7] )
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( , )
= ( ) exp −( − )

4 ( )∞

+ (∞

− ) ( ) exp − ( − )
4( − ) ( , )

(2. 
11
)

where ( ) is a probability density function, 
which defined on [0,∞), see [6]. Also,( , ) = ℱ , , ℑ ( , )= ℱ , , ( , ) , (2. 

12)
and( , )
= ( ) ( , ) exp −( − )

4 (∞

+ (∞

− ) ( ) ( , ) exp − ( − )
4( − )

(2
. 
1
3)

3  The existence and uniqueness solution
Theorem 3.1
The solution of equation (2.9)exists in the space ℂ(ℝ × [0, ]). 
Proof. 
Using the method of successive approximations, 
let

ω ( , ) = ℱ( , , ℑ ), = 0, 1, 2,… (3. 
1)

We have from Lipchitz condition and Error! 
Reference source not found. the following : 

| − | ≤ , |ℑ − ℑ |
≤ , | ( , ) − (

(
3
. 
2
)

where is constant and = ( + ) .
Since, | ( , ) − ( , )|

≤ ( − )
4 ( − )

∞

∞

∞ ( ) | ( , )
− ( , )| exp − ( − )

4( − )

(3
. 
3)

From Error! Reference source not found.and 
Error! Reference source not found., we have

| ( , ) − |
≤ ( − )

4 ( − ) ( ) exp − (
4(

∞

∞

∞

− ( , )| ,

(
3
. 
4
)

In (3.5), we used the following substitutions:

⎩⎪
⎨
⎪⎧

= (1 − ),
∗ = ∞ ( ) ,

1
4 ( − ) exp − ( − )

4( − ) ≤∞

Finally, using (2.11), (2.12) one gets( ) , | ( , ) − |
≤ ∗ 1 1
+ 1

, ( ) |
− | ,

(3. 
5)

In Error! Reference source not found., we 
can choose λ sufficiently large such that 

∗ 1 + = <
By induction,we can obtain( ) max, | ( , ) − |

≤ ( ) max, ( ) |
− |

where ( , ) can be take the zero function. 
Thus the sequence {ω ( , )} converges 
uniformly in the space ℂ(ℝ × [0, ]) to a 
continuous function ℱ( , , ℑ ), which satisfies 
∞ ( ) exp −( − )

4 ( )
+ ∞ (
− ) ( ) exp − ( − )

4( − ) ℱ( , , ℑ

(3
. 
6)

Hence, the series ∑∞ | − |
converges uniformly in ℝ × [0, ] where ( )
is the probability density function defined on [0,∞). Therefore, the solution is obtained.
Theorem 3.2 The solution of equation (2.9) is 
unique. 
Proof. Rewrite the partial operators in the form:( , ) − ( , ) = ( , ) ,

= 1, 2.
(3. 
7)
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Where( , )
= ∞ ∞

∞

1
√4 ( ) exp −( − )

4 ( )
+ ∞ ∞

∞

( − )
4 ( − ) ( ) exp − ( − )

4( − ) ( , ) ,
(3. 
8)

and

= ℱ( , , ℑ ), = 1, 2. (3. 
9)

Since ô( , , ℑ ) satisfy Lipschitz condition on 
the third argument ,we get 

, | − | ≤ , |ℑ − ℑ | (3. 
10)

It is noticed that the integral operator given in (1. 
2) has kernel function which has more than one 
possibility , it maybe continuous or discontinuous 
kernel ,therefore we prove the uniqueness of each 
case of them after the following statement:

| − | ≤ (
− ) | ( , )− ( , )|

(3. 
11)

Now, From (3.10) ,(3.11) we get| − |
≤ (
− ) | ( , )| | ( , )− ( , )| ,

(3. 
12)

In the case of continuous kernel we have | ( , )| ≤ where is a positive constant. 
We obtain

| − | ≤ (
− ) | ( , )− ( , )|

(3. 
13)

where = . Then

, | − | ≤ (
− ) ( )

(3. 
14)

Thus

, | − | ≤ ( ) (3. 
15)

where = 1 + , =
, ( ) | − | .

By choosing is sufficiently large ,we deduce 
that < 1,then ≤ ⇒ =
which is the required. 

In the case of discontinuous kernel we have

| ( , )| ≤ ∗
( − ) (3. 

16)
where ∗ is a positive constant. In (3.12) we get 
directly : 

| − | ≤ ( − ) ⋅ 1( − )
= ( − ) | ( , ) −

(
3. 
1
7
)

where = ∗ and = (1 − ) . By the 
same manner of proof in the first case we can 
prove the second case which get us the required 
which is the solution is unique in the case of 
continuous kernel or discontinuous. 
4  Stability of the solution
Theorem 4.1 Suppose that { } is a sequence of 
solutions of equation (2.9) with the initial 
condition ( , 0) = , where is a given 

real valued function , ( = 1,2,3,… ). If 
and ∫∞ ( , ) ( ) are uniformly 
convergence on × [0, ] . Then, ( , )
converges uniformly on × [0, ] to a limit 
function ( , ) which is the solution of (2.9). 
Proof.

Let { } and {ω } be two sequence 
satisfies the following:∗ − ∗ ( , ) = ( , ),

= 1,2,3,…
(4. 
1)

where ∗ = ( , ) − ( )
then, ∗
= ( ) ( ) ( )( ) ( , )∞

and 

( , ) = ℱ( , , ℑ ∗ + ℑ ( )
Now, 
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| ( , ) − ( , )|
≤ ( ) − ( )
+ ℱ( , , ℑ( ∗ ( , ))
+ ℑ( ( )))− ℱ , , ℑ ∗ ( , )
− ℑ( ( ))

In view of conditions (2.6) and the choosing the 
constants , and ∀ε > 0, ∃ = (ε), such that 

| − | ≤ (1 + ∗) + (
− ) | ( , )− ( , )|

such that ∀ε > 0, ∃ = (ε) ,then

| − | ≤ (1 + ∗) + (
− ) | ( , )− ( , )| , ∀ , ≥≤ (1 + ∗) + ( )

where = 1 + , =
, ( ) | − |

Then, (1 − ) ≤ (1 + ∗) ( )
For choosing sufficiently large , we get ≤
Since the space ℝ× [0, ] is complete space 

.Then the sequence {ω } converges uniformly 
on ℝ × [0, ] to a continuous function ω.So, the 
sequence å uniformly converges to a 
continuous function ∗. Which is the required. 
5  Numerical Results

The Adomian Decomposition Method 
(ADM) will be present in this section which 
represents a suitable method for obtaining 
analysis. This method was introduced by 
G.Adomain [13, 14, 15]. ADM is considered as 
one of the high-accuracy and fast computational 
methods for finding the solution of linear and 
non-linear equations, ordinary, partial, integral, 
fractional partial integro-differential equations 
[16, 17, 18, 19, 20, 21]. It’s also been researched 
and used in a variety of fields, including 
viscoelastic fluid , biomedical , physics and other 
applications to see it in [22, 23, 24, 13, 25]. One 
of the advantages of this method is that it allows 
you to solve equations without being transformed 

into simpler versions. This approach [19] does 
not involve linearization, perturbation, 
discretization, or any unreasonable assumptions. 
A nonlinear operator is decomposed into a series 
of functions using the 1method. Each term in the 
series is derived from a polynomial derived from 
an analytic function's power series expansion. 
The Adomian approach is fairly basic in its 
abstract form. 

In the following we introduce the 
algorithm of ADM, [26] , [27] by considering 
the following PDE in its general form:[ ( , )] + [ ( , )] + [ ( , )]= ( , ) (5. 

1)
where [. ] is the partial derivative of the 
function with respect to which is a linear 
operator also its has an inverse [. ] which is 
integral operator, [. ] is reminder linear 
operator, [. ] is a nonlinear operator and ( , ) is given function (independent of ). By 
applying the inversion operator ( ) to both 
sides of (5.1) , we get ( , ) = ( ) + [ ( , )]− [ [ ( , )]]− [ [ ( , )]]

(5. 
2)

where ( ) is a given function from the initial 
condition of the origin problem. The ADM 
postulate the unknown function ( , ) write in 
the series form : ( , ) = ∑∞ ( ,
and in the case of nonlinear operator [ ( , )]

arise, we will substitute for by:

( ) =
∞

(5. 
3)

where ’s are called the Adomian polynomials 
[13] is given by 

= 1! ( , ) (5. 
4)

This case (nonlinear case )is arise in the most 
time when we use ADM [26]. We deal here with 
the linear case which not lead us to using . To 
find the components , , , , …. We use the 
following recurrence relations: 

( , ) = ( ) + [ ( , )] (5. 
5)( , ) = − [ [ ( , )]]− [ [ ( , )]] (5. 
6)

Consequently, an approximate solution of 
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problem (5.1) with initial condition ( , 0) =( ) is given by: 

( , ); ( , ), ∈ N (5. 
7)

and, then 

( , ) = lim→∞
( , ) (5. 

8)
The error estimate of the method can be 
established in the form : 

= | ( , ) − ( , )| (5. 
9)

Now we’ll use the ADM algorithm to the 
following two problems and see how the 
numerical (computational) results change as the 

value of α, changes. By taking [. ] = α

α [. ]
with its inverse [. ] = ( ) ∫ ( −
) [. ] , [. ] = [. ] and the remainder 

part is ( , ) = ô( , , ℑ )(we will remove 
from here). The fractional calculus relations. also 
is used. 

Example 5.1 Consider the following fractional 
integro partial differential equation :( , ) = ( , )

+ ( , )
+ ( , ), 0 < < 1

(5. 
10)

with the exact solution :

( , ) = , (5. 
11)

therefore after integrating (5.10) with respect to 
,we have 

( , ) = + 1( ) (
− ) ( , )
+ 1( ) (
− ) ℑ ( , )
+ 1( ) (
− ) ( , ) ,

(5. 
12)

To apply ADM ,we determine the components , , , …, from the relations ( , ) = ( )
+ 1( ) (
− ) ( , ) ,

( , ) = 1( ) (
− ) ( , )
+ 1( ) (
− ) ,= 1, 2, 3, …

(5. 
13)

where ℑ is given by:

ℑ = ( , ) ( , ) (5. 
14)

Hence, we will have the approximate solution 
from the relation (5.8) and the error estimate of 
the method can be established in the form (5.9). 
The end results of exact, approximate solutions, 
and errors for example(5.1) are now obtainable at 
α = 0.95 for = 0.01, 0.1, 0.4, 0.9 in the 
following table and figures, also we show the 
figure (2) where α = 0.5, = 0.4 and figure (3) 
α = 0.3, = 0.3, finally we present the 3D-figure 
(4) of exact, approximate solutions at α = 0.8.
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Figures

Figure 1: Represents the exact and the approximate solutions with different values of at = 0.95.

Figure 2: Variation of the exact and approximate solutions for = 0.5, = 0.4.
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Figure 3: The behavior of the exact and approximate solutions for = 0.3, = 0.3.

Figure 4: The behavior of the exact and approximate solutions for = 0.8.
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0.001 0.01 0.1 0.3

6  Conclusion
The aim is showing the existence and 

uniqueness solution of equation (2.9), moreover 
we discuss the stability of it by using the statued 
lemma and fixed point theorem. We differentiate 
from the case in [7] by existing the integral term 
ℑ�. We apply the ADM on the example (5.1) for 
different values of α,� and noticed that :  
1. From our studies by numerical table, we 

conclude that 
- In the case α more than 0.4 the values of exact 

solutions and approximate solutions 

approach to be the same for small values of 
�.

- In the case of α = 0.01, when we evaluate the 
changes of the time, we notice at small values 
( � = 0.01 ) time unit, the exact and 
approximate solutions tend to be the same 
(the error be suitable). 

- If we fix the time � and increase α, the exact 
and approximate solutions be the same(the 
error decrease). 

- If we fix α and increase the time � the exact 
and approximate solutions be so different 
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(the error increase). 
- When the values of � greater than 0.3 we 

conclude in general this method not suitable 
at small values of α. 

2.  From our studies by figures, we conclude that  
- As � increase to infinity, the error increase. 
- For α → ∞ the exact and approximate solutions 

approach to be the same.(the error can be 
neglect). 

- In figure (1), as the values of �,� increases 
,the corresponding values of exact and 
approximate solutions increases. 

3.  In figure 2, exist differentiate between the 
exact and approximate solutions which is 
large as we seen. 

4.  In figure 3, exist differentiate between the 
exact and approximate solutions which is 
noticed. 

5.  In figure 4, the difference between the exact 
and approximate solutions is started after 
� = 0.6 and � = 0.8.

(See [30-32]). 
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