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Abstract 

The investigation advanced the comparative efficiency of Liner Probability Model on paired 

multivariate data.  On the basis of simulation, vector of means having common variance-covariance 

matrix were taken into account as data sets subjected to analyses. The linear probability model 

exhibited a more power tool to detect the presence of significant difference among variables 

compared to the multivariate paired (Hotellings’-T2) t-test.  The Linear probability model is 31.33% 

and 44.67%., more efficient than the usual counterpart containing  two and three predictor variables, 

respectively.     It pays further, that under the regression analysis, individual variable is directly 

identified in relation to its significant contribution to the dependent variable.  This observation is 

tantamount on determining that such vector of mean disparity is not significantly different from zero 

against the usual hypothesis.  This procedure gains added advantage such  that a sweeping 

generalization of whether vector of means are significantly or insignificantly different is avoided. 
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I. INTRODUCTION 

The term linear probability model (LMP) is 

used to denote a regression model in which the 

dependent variable is in a form of dichotomous 

expression.  Here, the variable is measured   in 

only two ways and can be designated with 

observations of  success or failure,  winner or 

loser,  pro or anti, positive or negative, before 

and after.   In this study, we  consider only a 

few  explanatory variables, (x’s) for simplicity 

sake.  The variable y is an indicator variable 

that denotes the occurrence or non-occurrence 

of an event. For instance, in the analysis of the 

determinants of unemployment, we have data 

on each person that shows whether or not the 

person is employed, and we have some 

explanatory variables that determine the state of 

employment.  Here, the event under 

consideration is unemployment.   

 

 

We define the dichotomous variable in various 

contention.   In this context,  it should be 

understood that under this consideration, the 

dependent variable has only two possible 

outcomes or measures.  These dichotomized 

observations is strictly denoted by 1’s and  0’s.   

Problem with defined  dichotomous dependent 

variable can be performed  by a particular 

regression method known as Linear Probability 

Model (LPM).   It has been observed in 

literature,  that there are situations wherein the 

linear probability model clearly exhibits 

problem in the case of forecasting probability.   

However, there are many common situations 

where the linear model is just fine, and even has 

advantages.  Besides, the focus of this study is 

not on the prediction of the probability of the 

occurrence, but rather on determining whether 

those define variables are significantly different 



6141                                                                                                                                                        Journal of Positive School Psychology 

© 2022 JPPW. All rights reserved 

relative to the tool routinely used in the paired 

multivariate.  The T2-Hotelling test.   The linear 

probability model has the following advantages 

to wit:  

i) The Linear Probability Model used in this 

study does not  intend to forecast 

probability values, rather,  based from the 

coefficients it  determines   the 

significance of the variables; 

ii) The significant difference of the variable 

can be gleaned from the straight forward 

effect on the dichotomy of the dependent 

variable.   When the coefficients is 

significant, it indicates that the variable 

has significant difference on the 

dichotomy; 

iii) It has a direct recognition on the basis that 

individual effects are readily observable; 

unlike the t-test that when the vector of 

deltas is significantly different from zero,  

there might be a case when one of the 

deltas  is not significantly different from 

zero. 

 

This investigation determines the power of the 

Linear Probability Model as a tool in analyzing 

data in the paired multivariate case.  In the 

multivariate case, the hypothesis focus on the 

differences between the before and after or the 

dichotomize categories of some defined 

variables.   In the usual analysis confronted by 

the paired multivariate data, the multivariate t-

test (T2-Hotellings) is routinely employed.   If 

the result of the analyses revealed that the 

vector of differences is significantly different 

from zero, there seems to be a sweeping 

generalization that  all the variables are 

significantly different.  In practice, it can be 

considered that not all or only a few of these are 

significantly different,  hence, another question 

will be raised which of the variable that exhibits 

difference between categories.    This proceeds 

to going  back to the univariate case where, 

individual differences will be scrutinized or 

determined.  This seems to be different from the 

usual objective of the multivariate analysis. 

 

 

II. CONCEPTUAL FRAMEWORK 

The basic idea sprouts in determining a 

statistical  test  in which given a significance 

level for testing a compound null 

hypothesis (H0) against a compound 

alternative (Ha), the power is not less than the 

power of any other statistical test for 

testing Ho against Ha of the same significance 

level.  The statistical test must be able to reject 

the false null hypothesis given the information 

contained in the data at hand.    Such a test is 

considered as the most powerful test.  Neyma-

Pearson Lemma (1959) focused on this  subject 

matter to determine the most powerful test. 

In this study, two statistical  tools are compared 

in terms of detecting the false null hypothesis, 

the paired multivariate t-test and the linear 

probability model.   The comparison proceed 

from the data generated through simulation 

under the paired multivariate test.  The data 

were generated through simulation, thus, the 

nature and properties of the data were known 

ahead.  The number of variables have been 

considered in the comparison and their 

efficiency to detect the false null hypothesis. 

  

III.  OBJECTIVES 

This study intends to determine the efficiency 

of Linear Probability Model (LPM) compared 

to the usual Hotelling’s-T2 in a paired 

multivariate case.  The measure of efficiency is 

based on the  number of significance (false null 

hypothesis rejected) detected by the LMP over 

the Hotelling’s-T2. 

 

IV.  METHODOLOGY  

A. Ordinary Least Square Method using 

Linear Probability Model  

Let’s start by comparing the two models 

explicitly.  If the outcome 𝑦 is a dichotomy 

with values 1 and 0, define   
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which is just the probability that 𝑦 is 1, given 

some value of the regressor  𝑥 .  The linear 

probability model has an intuitive appeal over 

the related tool such as logistic model in the 

since that the coefficients are easily 
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interpretable.   For instance, a coefficient of  

0.005 for a certain variable xi would be 

interpreted as a 0.005 increase in probability  

per unit increase in 𝑥𝑖.  Then the linear  

probability model is given to be: 
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where: 

 

𝛽𝑖    -   is the regression coefficient at of the ith 

variable 

xi  - predictor variables which are 

independent from each other 

ej   -     is random error in the jth observation. 

 

Using the multiple linear model, the parameters 

are estimated with the following procedure 
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X  =matrix of constant 

 Y  =vector of observed dependent variable 

 

The expression  kk xbxbay +++= ...ˆ
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tested whether 
y

 is attributed by the sx'  and 

subsequently testing which particular x  has a 

significant attribution to 
y

.  The linear model 

assumes that the probability of 
y

 is written as a 

linear functional manner of the predictor 

variables involved.  The null hypothesis under 

the regression analysis is to test the contention 

that 
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Such hypothesis is validated after the test of 

linearity using the analysis of variance on  

whether or not the variation of the 

predictor/independent/regressor variables 

significantly attribute to the dependent variable.  

The individual regression coefficients is tested 

using the t-test.  It is in this fashion that the 

liner probability model exhibits appeal for it 

directly determines which particular variable in 

the coupled are significantly different or have 

significant contribution to probability measure.    

 

B. Multivariate Paired t-test  

In carrying out any statistical analysis, it is 

always important to consider the assumptions 

for the analysis and confirm that all 

assumptions are satisfied. 

Recall the four assumptions underlying the 

Hotelling's-T2 test. 

1. The data from population i is sampled 

from a population with mean vector µi. 

2. The data from both populations have 

common variance-covariance matrix Ʃ. 

3. Independence. The subjects from both 

populations are independently sampled. 

4. Normality. Both populations are 

multivariate normally distributed. 

Now let us consider the multivariate case.  All 

scalar observations will be replaced by vectors 

of observations. Some notations are for the 

multivariate distinction of observations under 

the paired comparison procedure.  It is 

necessary to distinguish between k responses, 

two treatments, and n experimental units.  We 

label the observation accordingly in the 

following manner 
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and the  k paired-difference random variables 

becomes 

21111 xxd −=   in n observations 

22122 xxd −=  in n observations 

. 

. 

. 

211 xxd kk −=
 in n observations 

Their corresponding expectations are as follow
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Paired T2-Hotelling's test statistic is given by 

the expression below.  Considering k-variable, 

we have the following contention for the null 

hypothesis, where the vector of the difference 

assume to be zero is plausible. 
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Here, i , Type equation here., correspond to 

the theoretical difference in an ith variable 

between the before and after set of coupled 

observations.  The expected difference between 

the before and after scenario is zero (0). 
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The null hypothesis will be rejected at alpha 

level when 
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C. Data Generation 

Data shall be generated through simulation.   

There will be two sets of data portraying the 

before and after scenario or we termed as 

coupled data.  In each, there will be related 

variables being observed.    These data can be 

analyzed with the use of the multivariate paired 

t-test or simply the Hotelling’s- T2.   However, 

this type of data can also be analyzed using a 

regression analysis where the variables of the 

before and after scenario corresponds the to a 

dependent variable with measure of 0 for before 

and 1 for after, or to designate such measure to 

dichotomous observations.   Moreover, these 

associated variables can serve as the 

explanatory variables whose significance need 

to be tested and will be the basis for the 

comparison between the methodologies. 

The power of the tests shall be compared based 

on the how each test detects a false null 

hypothesis.   The more the test detects a false  

null hypothesis the more powerful the test is.  In 

this case, the efficiency is based on the most 

powerful tool of the two test.  

  

Algorithm of Generating Data 

1. Equal vector of means 

i) Generate multivariate data set 1 

containing k-variable; 

ii) Generate multivariate data set 2 

containing k-variable with slightly 

difference but not statistically 

significant variance-covariance 

matrix from data set 1;   

iii) Compare the decision rule on both 

data sets based on the null 

hypothesis; 

iv) Repeat the 100 times for 

comparison purposes of the two 

methodologies; 

v) Tabulate results for comparative 

purposes of the two 

methodologies. 

2. Unequal vector of means 

i) Generate multivariate data set 1 

containing k-variable 

ii) Generate multivariate data set 2 

containing k-variable with unequal 

vector of means with slightly 

different but not significant 

variance-covariance matrix from 

the data set 1; 

iii) Compare the decision rule on 

both data sets based on the null 

hypothesis; 
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iv) Repeat the 100 times for 

comparison purposes of the two 

methodologies; 

v) Tabulate results for comparative  

purposes of the two 

methodologies. 
 

V.  RESULT AND DISCUSSION 

The efficiency of the Linear Probability Model 

(LPM) and the Paired  Multivariate t-test were 

compared based multivariate data containing  

two variables and three variables.  In each data 

description, the vector of means were adjusted  

as well as the sample sizes.   This allows 

modification from one set of runs to the other 

set.   

The null hypothesis that the difference in vector 

of means is zero were recorded after 100 runs 

of simulation.  Results were tabulated below. 

 

A. Case of two Dependent Variables 

Table 1. Summary result of the LPM and 

multivariate paired t-test  with the  hypothesis 

that the differences of vector of means is zero 

under the distribution containing two variables . 

 
For data set containing two variables with small 

size of ten, the LPM rejected a false null 

hypothesis  by 90 out of 100 repetition.    While 

the multivariate paired t-test rejected false null 

hypothesis by 70 out of 100 repetitions.  As the 

sample size has been increased to 20,  both tests 

tend to reduce their power to reject false null 

hypothesis. The LPM rejected 73 out of 100 

repetition while 49 for the multivariate paired  

t-test.  Eventually, as the size has been increase 

to 30 the same trend has been observed.   There 

were 60 false null hypothesis rejected by the 

LPM while 10  for the multivariate paired- t-

test.    

The LPM is sensitive to reject differences for 

small than the multivariate paired t-test, 

however, as the sample size has been increased 

such test lessen its sensitivity to reject the null 

hypothesis.   The same is through with the 

multivariate paired t-test, however, the LPM is 

still more powerful than its counterpart.   

It is note worthy to observe that as the sample 

sizes have been increased, the LPM tends to be 

more efficient in rejecting the false null 

hypothesis compared to the multivariate paired 

t-test.  The LPM is 20%, 24% and 50%  

efficient for sample size of 10, 20, and 30, 

respectively.  Generally, it is 31.33 % efficient 

compared its competing multivariate 

counterpart.    

 

B. Case of three Dependent Variables 

Table 2.  Summary result of the LPM 

and multivariate paired t-test with the  

hypothesis that the differences of vector of 

means is zero under the distribution containing 

three variables . 

 
For data set containing three variables with 

small size of ten, the LPM and the multivariate 

paired t-test failed to reject  that the differences 

of the vector of means is zero with a very slight 

differences.   Such difference is defined as the 

ratio of the difference of the ith variable to its 

standard deviation, δi/σ.    When the slight 

differences among means have been widen,  the 

false null hypothesis has been detected by both  

tests.   However, they detected in  different 

proportions in 100 repetitions.  The LPM has 

rejected 64 out of 100 while the multivariate 
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paired t-test rejected 31 out of 100 repetitions.    

When the sample size has been increased to 20, 

it was observed that the number of false null 

hypothesis rejected using the LPM also increase 

while the  multivariate paired t-test decreases.  

They  rejected 68 and 23 out of 100 repetitions, 

respectively.  With the same differences in the 

vector of means while the sample size has been 

increased to 30,  the number of false null 

hypothesis rejected using the LPM continually 

increased while the multivariate paired t-test 

declines.  The LPM rejected 74 out of 100 

repetition while the multivariate paired t-test 

rejected 18 out of 100 repetition. 

As the number of variables has increased from 

two to three, the LPM tends to detect false null 

hypothesis compared to its multivariate 

counterpart.  Similarly, it was further noted that 

its efficiency tend to increase as the sample size 

gets larger and larger.   It has a relative 

efficiency of  33%, 45% and 56%.   With 

similar slight differences in the vector of means, 

the  LPM detects more false null hypothesis  

than the multivariate paired t-test.   Thus, it is 

more efficient to detect as the sample size gets 

larger.  Generally, it has a relative efficiency of 

46.67% across sample sizes. 

 

VI. CONCLUSION AND 

RECOMMENDATION 

The LPM exhibits efficiency in detecting false 

null hypothesis under two and three  

explanatory variables.    Its efficiency improves 

as the sample size tends to increase compared to 

the multivariate paired t-test.   Moreover, the 

relative efficiency of LPM  has increased from  

two explanatory variables up to  three 

explanatory variables across sample sizes 

accordingly, based from the generated 

simulated data.    

It is recommended to check  the comparison of 

these two  methodologies for larger number of 

explanatory variables.    It is also recommended 

that the comparison of means from individual 

variable-wise of [(µ1j-µ2j)/σj ] < 1,  [(µ1j-µ2j)/σj ] 

= 1,  and [(µ1j-µ2j)/σj ] > 1 be the bases of 

differences. 
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