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Abstract 

Blindness is the inability of an individual to perceive light. Due to the lack of visual sense, blind 

individuals use guiding tools and human assistance to replace their visual impairment. The study 

developed a smart glass that can detect objects and text signages and give an audio output as a guiding 

tool for blind individuals. In creating the prototype, Raspberry Pi 2 Model B will use as the 

microprocessor. It will be using a camera module that will be a tool for detection. The algorithms used 

for object detection and text detection are YOLOv3 and OCR, respectively. In-text detection, OCR 

helps recognize both handwritten and digitalized texts. MATLAB is the software used for the 

application of OCR. It is composed of three parts (3): image capturing, extraction of text, and 

conversion of text-to-speech. In object detection, YOLOv3 is the algorithm used in the process. It 

comprises four (4) parts: data collection, data preparations, model training, and inference. Then the 

conversion of text-to-speech will take into place. The objects that the prototype can detect are limited 

to 15 objects only. The prototype can function at both the 150 lux luminance and 107527 luminance 

in object detection. However, there are discrepancies in the detection of some objects due to distance; 

the detection cannot detect the specific thing at certain trials. In-text detection, the detection of the 

text signage has 100% reliability. In addition, text detection used five font styles. In the testing, the 

font style Calibri has a 30% percentage error (using the word ENTRANCE) and a 20% percentage 

error (using the phrase EXIT) due to the structure. The processing time of the prototype has an 

average time of 1.916s at maximal walking and 1.673s at a slow pace walking. 

Keywords— blindness, Raspberry Pi 2, Raspberry Pi Camera Module v2, YOLO v3, OCR, object 

detection, text detection 

 

I. INTRODUCTION 

The eyes allow humans to determine objects 

through light and process the gathered details in 

the brain. An individual with no perception of 

light is considered total visual impairment or, in 

general terms, blind. These visually impaired 

individuals, most especially the blind, depend 

on the human body's other senses. In addition, 

some of them use human assistance, guiding 

tools, or well-trained animals to replace their 

visual impairment. The researchers aim to 

design a low-cost smart glass that detects 

objects and even text signages that impact blind 

individuals. 

Different technological advancements and new 

devices emerged, introducing a navigation tool 

for visually impaired individuals, including 

smart sticks and smart glasses. [3] Various 

researches support the creation of low-cost 

navigation tools with unique features and 

different algorithms such as YOLO and OCR. 

Smart glasses are an aid for blind individuals. It 

will serve as a navigation tool to guide them 

because it can detect objects and English text 

signages. It will alert the individual through an 

earpiece by text-to-speech.  

This research aims to create a low-cost 

prototype smart eyeglass that can help the blind. 

It will detect objects and determine different 
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text signages seen in an environment. The 

objects that the prototype can detect are limited 

to 15 objects since the prototype is programmed 

to detect objects in the living and garage space. 

The prototype can only acknowledge English 

text signages. It cannot recognize other 

signages such as logos, symbols, and figures. It 

is only limited to signages whose edges are 

sharp, specifically those that are red-bordered, 

rectangular, and square in shape. Moreover, it 

will not consider other types of visually 

impaired individuals. The prototype is 

dedicated only to blind people. It cannot give 

specific directions of the wearer to the detected 

object. 

II. METHODOLOGY 

This chapter incorporates the overall setup of 

the system, from the components to the 

algorithms to be used to design a low-cost 

wearable smart glass for blind individuals. The 

methodology extensively discusses the 

conceptual framework, system process flow, 

simulation process, and testing process.  

 

2.1 System Process Flow 

 

 
Figure 2.1 System Flow Diagram 

Figure 2.1 represents the system flow diagram 

of the smart glass that signifies the building 

blocks of the system. Once the system starts by 

pressing the button from the power bank, the 

camera will initialize for connectivity. It will 

then scan the current Raspberry Pi camera 

frame to detect the object or text. Once the 

system detects an object or text, it will analyze 

the data. The processed image will be converted 

into an audio output if the analyzed data is 

successful. On the other hand, if it did not 

successfully analyze the data, the system will 

repeat the process from scanning the current 

raspberry pi camera frame. Once the system 

process is complete, the user will decide if the 

power will be turned off by pushing the button 

from the power bank or continuing the process.  

 

2.2 Block Diagram 
 

 
Figure 2.2 Block Diagram of the System 

 

Figure 2.2 shows the components' connections 

that are relative to each other. The power 

supply comes from the power bank connected 

to the Raspberry Pi 2. The Raspberry Pi Camera 

Module v2 connected with the Raspberry Pi 2 

that are both pasted into the frame of an 

eyeglass so that when it is worn, it could 

recognize on the same level of what ordinary 

people see. The programmed data will then 

have the recognized subject as audio output. 

The user, through an earphone, will hear the 

audio output. 

 

2.3 Methodology for the Objective 

 
Figure 2.3 Prototype Setup 
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Figure 2.3 shows the system and actual 

prototype setup. The prototype setup is 

composed of the following components: 

glasses, Raspberry Pi camera module v2, 

Raspberry Pi 2 Model B, and earphones.  
 

2.3.1 Object Detection 
 

 
Figure 2.4 Object Detection 

 

For object detection, YOLOv3 is the algorithm 

used for the prototype. Figure 2.3 shows the 

process for the YOLO algorithm. This 

algorithm divides an image into grid cells. The 

cells represent predictions for the five (5) 

bounding boxes, where these boxes are the 

rectangles enclosing an object detected.  

There are four (4) parts for object detection: 

data collection, data preparations, model 

training, and inference.  The data collection 

process uses images of objects in the living 

room and garage space to create the dataset. In 

this process, things from the living room and 

garage space will use 5675 images to create the 

dataset.  It will be labeled and applied with 

annotations. 

The captured images will undergo the process 

of data preparation. Data preparation is when 

the annotations will be subjected to corrections, 

resizing, and updating of the images if the 

annotations match the photos and the color 

corrections of the pictures. In the model training 

process, YOLOv3 is the algorithm to use. 

Lastly, the inference is the application of the 

trained models to make predictions.  This 

process will take place by setting up the 

YOLOv3 architecture and the custom weights 

introduced with the architecture.  

2.3.2 Text Detection 
 

Table 2.1 Text Detection Process 

 

This is the initial part of the 

text signages extraction, the 

text will be captured live 

using the Raspberry Pi 

Camera Module v2. 

 

Binarization is the process of 

converting the image captured 

from the camera module into 

grayscale for the program to 

easily recognize the red 

border format. 

 

A program will be coded in 

MATLAB using the color 

thresholding code whereas the 

red border will be recognized 

by the system. 

 

Hough transform is a system 

that recognizes the lines that 

are present in the binarized 

image. It is introduced 

through the equation 

represented in Equation: 

𝑥 𝑐𝑜𝑠 𝑐𝑜𝑠  𝜃 + 𝑦 

𝑠𝑖𝑛 𝑠𝑖𝑛  𝜃 = 𝑟 
     (3) 

 

 

Extraction is the last stage of 

text signage extraction. This 

process includes image 

cropping, enhancement, and 

background subtraction. 

Text-to-Speech 

 

Text-to-speech transcription is 

used as third-party APIs from 

MATLAB. It is the 

conversion of extracted text 

into an audio output. The 

OCR algorithm will be called 

to save the processed image 

into the desired format for the 

conversion of the filet. After 

that, the software installed 

converts the saved text file 

into an audio output.  
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III.  RESULTS AND DISCUSSION 

This chapter presents the results and discussion 

of the test result of functional testing of the 

object detection and text detection and the 

accuracy testing of both object and text 

detection. 

 

3.1 Functionality Testing 
 

 
Figure 3.1 Functionality testing 

 

Shown in Figure 3.1 is the functionality testing 

conducted for the prototype. The functionality 

testing is halved into three parts: object 

detection functionality testing, text detection 

functionality testing, and functionality testing of 

both the text and object detection. For each 

functionality testing, there are ten (10) trials 

conducted. Moreover, the gathered data will be 

computed using the reliability percentage 

formula.  
 

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦% =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑡𝑟𝑖𝑎𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑖𝑎𝑙𝑠
𝑋 100           (1) 

 
Figure 3.2 Objects Detected in the Garage and 

Living room space 
  

Shown in Figure 3.2 is the data for the objects 

detected in both the garage and the living room 

space. The testing of the prototype, Raspberry 

Pi 2, will use a camera that relies on the 

luminance of the place. The testing for the 

detection of the objects will conduct at 150 lux 

luminance at the living room space and 107527 

lux luminance at the garage space. The data 

shown in Figure 3.2 shows object detection. 

This figure shows the objects detected by the 

prototype from the actual setup in both the 

living room and garage space. In addition, 

things like speakers have no number of 

detection since it does not belong in the dataset 

used for the prototype.  
 

Table 3.1 Functionality Testing of the objects 

in garage space 

  

Table 3.1 shows the functionality testing of the 

objects seen in the garage space. As observed, 

the chair and car were the only objects that 

were able to detect successfully in 10 trials over 

the distance of 10 meters measured distance. On 

the other hand, 80% and 70% reliability results 

for the bottle and bike, and pale, respectively.  

Table 3.2 Functionality testing of the objects 

in the living room space 

 
Table 3.2 presents the measured distance of five 

(5) meters to the objects vs. the actual distance 

and the number of times that the object is 

identified. It is observed that the mouse and the 

cup were the only objects that had a little 

discrepancy, having a reliability result of 90%; 
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other than that, all the objects were detected 

successfully in 10 trials. 
 

Table 3.3 Functionality Testing of Text 

Detection in the Living Room (5m) and 

Garage (10m) Spaces 

 
Table 3.3 presents the functionality testing of 

the prototype for the text detection in both 

signages: Entrance and Exit in the living room 

and garage spaces. Both in the garage and in the 

living room spaces accumulated a reliability 

result of 100% for both signages.  
 

Table 3.4 Processing Time of the System 0 

 
Table 3.4 shows the average processing time of 

the object and text detection of the system while 

the person wearing the prototype is walking at a 

slow pace walking. The values show the 

processing time ranges from 1.33 to 2.03 

seconds. The average processing time of the 

smart glass was 1.673 seconds. Moreover, it 

also shows the average processing time of the 

object and text detection of the system while the 

person wearing the prototype is maximal 

walking. The values show the processing time 

ranges from 1.76 to 2.12 seconds. The average 

processing time of the smart glass was 1.916 

seconds.  

 

3.2 Accuracy Testing 

The accuracy testing of the text detection is 

conducted with ten (10) trials. It is done in 

accordance with the functionality testing. 

Moreover, the gathered data will be computed 

using the formula in Equation 2.  Percent Error 

will be used to determine the accuracy of the 

test performed for the object and text signage 

detection. In this equation, the Vo is the 

variable for the number of Yes in the trial. Va is 

accepted as the truth in the system which is the 

Yes. 

  𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝐸𝑟𝑟𝑜𝑟 = (
|𝑉𝑜 − 𝑉𝑎|

𝑉𝑎

)  𝑋 100% 

 

(2) 

Table 3.50 Accuracy Testing for Object 

Detection

 
Table 3.5 shows the accuracy testing for object 

detection. With the conducted trials, 100% error 

was the computed value for the speaker. It is 

because the object is not configured in the 

system. On the other hand, some objects have 

little to no errors. These minimal errors were 

caused by some factors: distance (garage space) 

and identifying and detecting different objects 

(e.g., dog to a cat). 
 

Table 3.6 Accuracy Testing for Text Detection 

(Entrance) 
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As shown in Table 3.6 the results for the 

accuracy testing for the text detection. In this 

testing, five (5) different font styles were used 

to determine if the system was able to detect the 

word “ENTRANCE”. It can be seen that out of 

all the font styles used, the font style Calibri has 

the greatest percentage error. It is observed that 

the font style Calibri has a small structure thus, 

the system cannot detect the word 

“ENTRANCE” properly.  
 

Table 3.7 Accuracy Testing for Text Detection 

(Exit) 

 
As shown in Table 3.7 the accuracy testing for 

the text detection of the word “EXIT”. Five (5) 

different font styles were used. It is observed 

from the data that out of the five (5) font styles 

used, Calibri has the highest percentage error of 

20%. It is observed that the font style Calibri 

has a small structure thus, the system cannot 

detect the word “ENTRANCE” properly.  

IV. CONCLUSION AND 

RECOMMENDATION 

The researchers could design a low-cost smart 

glass using Raspberry Pi 2 for blind individuals. 

To achieve this, the algorithms used for the 

prototype are YOLOv3 as the object detection 

tool and  OCR for the text detection. The audio 

output will give the detected object or text.  In 

object detection, the objects seen in the garage 

were identified and detected at 10 meters 

distance. The pail was the least in the reliability 

test, having a 70% result in 10 trials. 

Meanwhile, in the living room space, the 

objects were detected and identified well in 5 

meters distance in 10 trials with 100% 

reliability test except for the mouse and cup 

having 90% reliability. For the text detection, it 

was observed that Arial, Times New Roman, 

Bodoni MT, and Garamond were the best font 

style leading to a percentage error of 0% for 

both signages: Entrance and Exit that was 

conducted in 10 trials. On the other hand, 

Calibri was a result of a 30% error for the word 

Entrance and a 20% error for the word exit 

since the font style Calibri was smaller in 

characters.  The average processing time of the 

system in slow pace walking was 1.673 seconds 

and 9.196 seconds in maximal walking.  

The study is about detecting objects and texts. 

The researchers recommend that others who 

desire to pursue the same topic take a more 

significant step in detecting different languages 

and even symbols, figures, and logos. 

Moreover, for future studies, give specific 

directions, warning messages, and audio output 

to prevent unwanted accidents. Additionally, 

since there were many restrictions because of 

the pandemic, the researchers recommend 

testing the prototype on a broader environment, 

and lastly, providing a GPS notification for 

navigation purposes of the blind person. 
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