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Abstract
Coronavirus or COVID-19 is a relatively new pandemic gravely affecting the globe. 
All around the globe people are getting infected by it. Unfortunately a large number 
of patients who are elderly or immune-compromised die after contracting the virus. 
In this paper, we aim to test many machine learning techniques and algorithms in 
order topredict the number of people successfully recovering after contracting the 
deadly virus. And that prediction is made on a day to day basis. We implemented 
Random Forest Regression model for an accurate prediction. This study will 
accurately predict the number of recovered patients on a day to day basis. Thus, we 
can see a lot of probable uses for this study in the future sense.
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1. Introduction

In Early 2019, the first case of the novel 
coronavirus was found in the Wuhan province,
China. With early symptoms being cough, cold, 
fever, fatigue. Currently the total infected stand 
at 250 million cases. Every nation has been 
alerted by WHO and follows precautions such 
as lock-down followed by quarantine for a 
couple of weeks, With social distancing and 
self-isolation being the new norm. India 
reported its first case on 30th January, 2020; 
subsequently the confirmed cases have 
gradually shot-up to 34 million confirmed cases 
as of November, 2021.

The preciseness of prediction and its misdoubt 
depend on the hypotheticals, attainability and 
quality of data. The value of input parameters 
and assumptions has a direct correlation with the 
result. Which means the results will vary based 

on these two parameters. It is known that in ML, 
the more datasets and features we have to test 
and train, the outcome of the results will be 
better. One variable here would be that the
possibility of the virus behaving differently over 
time is very high, as it mutates and adapts to 
different environments.

1.1. When is a patient said to be recovered?

A patient is said to be medically recovered from 
COVID-19 only after the antibodies that are fighting 
the infection have suppressed the virus successfully, 
preventing the virus from mutating and replicating 
and supporting the recovery process. When no long-
term health effects or disabilities are found, the 
patient is said to be fully recovered. We use 
Machine Learning in our project to successfully 
predict the number of people recovering in a day to 
day basis. In this work, we try to conduct a thorough 
and precise prediction for the healthcare workers in 
the frontlines to be able to anticipate the recovered 
patients. This can be an extremely great boost 
especially for the morale of the general public, and 
our frontline COVID warriors.

Initially we set out to use Decision tree algorithm 
for the effective implementation of our project. But 
after further investigation and trails, we switched to 
Random forest Algorithm. The reasons for our 
switch are as follows;

1.2. Problems with Decision Trees

Although decision tree algorithm is an well-
structured regression model, unfortunately there are 
still a couple of discrepancies which will obstruct 
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the smooth implementation of decision trees 
Algorithm. 

Some of the drawbacks are:

●A small change in data may cause a completely 
different set of information, thus causing the model 
to offer incorrect predictions.

●Decisions tree algorithms are extremely sensitive 
to the information they're trained on and even 
minute changes to the training set may result in 
vastly different tree structure.

●Decision trees tend to seek out locally optimal 
solutions instead of considering the globally optimal 
ones.

Such are the drawbacks of using Decision tree 
algorithm. So in order to overcome all the above 
mentioned problems, we went ahead with random 
forest.

2. Related Work/Literature Review

After going through a lot of other projects and 
published papers, To our knowledge we found no 
other project/paper that similarly emulates the same 
topic with the same implementation as ours. 

The Already existing methods of such project which 
also use machine learning / Deep learning which 
come under the cover of COVID-19 are mainly 
focused on Prediction of general COVID-19 cases 
over a cumulative period of time. Alternatively they 
are focused on the prediction of active cases. 

Our base paper concentrates on predictions of cases 
and recovery by using deep learning based nested 
sequence along with Long-short term memory 
Architecture. Their comprised dataset although very 
diverse in nature is small. And the prediction of their 
recovered cases is based on the prediction of their 
infection cases.

Similarly, some other projects from which we have 
taken inspiration and ideas include a project that 
uses logistic growth curve model for short term 
predictions and SIR models to forecast the 
maximum number of active cases and peak time; 
and Time Interrupted Regression model to evaluate 
the impact of lockdown and other interventions. 

The conclusion of their project is that it precisely 
predicts for a short duration in the case of India and 
other high incidence states. But since the mid/long 
term prediction is unknown, because of the mere 
fact of shortage of data availability, at their time of 
conducting their respective experiment.

The next project would be Using Artificial 
Intelligence Approach in order to predict the 
recovery of the patient who had been affected by the 
COVID-19 virus.

This project uses the artificial intelligence approach, 
using recurrent neural networks and support vector 
machine models.Most of the people who got 
infected who had cough, fever or fatigue couldn’t 
recover. Also, Patients living in or visited Wuhan, 
Iran, France, Italy were at a higher risk of dying.

Some of their demerits include, that more symptoms 
are being added as virus mutates which questions 
the feasibility and also the availability of data in 
their datasets. Since their study took place around 
March-April 2020, around the time when the 
pandemic was taking off, the probability of them 
having insufficient data was also very severe. 

3. Data-set characteristics and Analysis

The attributes in our complete data set are as 
follows: 

∑ Confirmed cases
∑ Deceased cases
∑ Tested cases
∑ Daily confirmed
∑ Daily deceased
∑ Daily recovered
∑ Active cases
∑ Positivity ratio
∑ Area (km2)
∑ Total population (in 000)
∑ Population density/km2

∑ States Encoded
∑ Day
∑ Month
∑ Year

Here Attributes such as positivity ratio, 
population density and active cases were 
actually derived using other attributes.
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Positivity ratio can be defined as the relationship 
between total tested positive patients with their 
net cases.

Active cases can be defined as the patients who 
currently undergoing the treatment process for 
COVID-19. In arithmetic terms, it can be 
defined as confirmed cases – recovered cases-
deaths.
Population Density can be defined as the total 
number of people in a specific region divided by 
its area.

After all this, we then analysed all the compiled 
data which we procured from various sources, 
some of our sources include 
www.covid19india.org,
www.kaggle.com,
www.censusindia.gov.in. 
Some examples of our compiled data is 
visualised in a bar graph format in the below 
provided diagram. 

Fig 1 represents the cumulative confirmed cases for all states.

Fig 1.

The bar graph below represents the cumulative deceased cases for all states (fig 2).

Fig 2.

4. Formula and Equations
Some of the attributes in our dataset like 
Population density, Positivity ratio and active 
cases are derived using the following formulas;

∑ Positivity Ratio = 
Confirmedcases (Tested Positive)/Total 
cases

∑ Active cases = confirmed cases-
recovered cases- deaths

∑ Population Density =  
Total population/area

5. Methodology

We decided to go forward with Random forest 
regression technique as the algorithm to 
implement our project. 

Random Forest Regression is said to be a 
supervised learning algorithm that employs a
method called ensemble learning method for 
regression. Ensemble learning method is used to 

http://www.covid19india.org/
http://www.kaggle.com/
http://www.censusindia.gov.in/


749 Journal of Positive School Psychology

© 2021 JPPW. All rights reserved

combine predictions from a variety of ML 
algorithms to assemble a more precise 
prediction than a single model in orderto vastly 
improve the accuracy of our predicted data. 
Initially, we gathered datasets from 
multiplesources, some are :

Our dataset consists around 18 months of daily 
data for all our attributes such as confirmed 
cases, deceased cases, etc. This dataset also 
comprises of data for all 36 states and union 
territories of India. Fig 3 represents an example 
of what our raw dataset looked like

Fig 3.

Data pre-processing is the next stage, this data 
was first arranged in ascending order, and then 
this pre-processed data was split into 2 parts. 

Where one part is used for training and the other 
part is used for testing. You can see an example 
of the processed data in fig 4.

Fig 4.

Other processes that we did in our dataset 
include “Encoding the state column”, which had 
to be done as the data present in our dataset vary 
over a period of 18 months, where the first six 

months are repeated after 12 months, which 
causes an error. Hence the change had to be 
made. Shown in Fig 5.
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Fig 5.

Followed by converting and splitting the date column. This is represented in Fig 6.

Fig 6.

Followed by dropping all null values, This is represented in Fig 7.

Fig 7.

We have used Python programming language to 
implement and execute this project. Since this 
project falls under the scope of Machine 
Learning, we had to make use of some 
necessary libraries. Some of theimportant 
libraries used to facilitate this project are as 
follows;

∑ Pandas

Pandas is an open-source, BSD-approved 
Python library, giving high execution, easy 
to-use data designs and data assessment 
devices for the Python programming 
language.

This library is primarily built on top of 
another library called numpy. Python with 
Pandas is used in a wide extent of fields 
including academic and business spaces 
which incorporate money, monetary angles, 
Statistics, assessment, and many more

∑ NumPy

NumPy is a python library which actually 
stands for Numerical Python, it is a library 
involving multidimensional display objects 
and parcel of choices of schedules for 
dealing with those clusters. Using NumPy, 
mathematical and intelligent procedures can 
be performed on exhibits.

∑ matplotlib.pyplot

matplotlib.pyplot is a data visualization, 
cross platform, graph plotting library used 
in python. It provides a MATLAB-like 
method of plotting. The central use of 
pyplot is for making interactive plots.

∑ Seaborn

Seaborn is an information representation 
library, which is based on top of matplotlib 
and firmly incorporated with pandas 
information structures in python.
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Representation is the main point of 
Seaborn, which helps in investigation and 

apprehension of information. The above 
mentioned libraries can be seen in fig 8.

Fig 8.

We then execute all the statements. We used jupyter notebook as our preferred application to implement 
and execute our project.

6. Results and Discussions

Fig 9.

As we can see from the above fig 9,we conclude 
that the results of this project are fairly 
promising. With an r2 value of 0.99 this 
estimation can be deemed as strong effect size. 
The range of values for R-Squared can go from 
0 to 1. Hence we can concur that the value 0 
shows that the response variable can't be 
explained by the indicator variable by any 
means. Whereas a value of 1 shows that the 
reaction variable can be impeccably clarified 
without mistake by the indicator variable. In 
Real time practice, the likelihood of getting the 
value 0 or 1 is practically none.

The mean squared error of this project is 
162028358.20598847, which when calculated 
and rounded off to the nearest lower end will 
give us around 12,000.

Below you can see a bar graph (Fig 10) in which 
we visually represent the actual recovered cases 
and our projects predicted recovered cases, as 
we can see the discrepancy is fairly small.
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Fig 10.

7. Scope and Future Works

The scope of this project is limitless and can be 
used and referred to in many other significant 
studies/projects in this respective domain. This 
Project can also be referred to by government 
officials to get an brief understanding of the 
amount of patients that are expected to recover 
on a daily basis. 

That will in turn be tremendously helpful is 
analyzing or predicting the recovery of the 
country’s economy. It can also give us a brief 
understanding of hospital beds that are going to 
be potentially free. And give a much needed 
mental break for our frontline warriors.

This project would also be greatly beneficial to 
the medical industry. From calculating the beds 
that are going to be left open so others can get 
the treatment needed, to many others. 

This project would also be greatly beneficial to 
other researchers to test out their theories, such 
as herd immunity etc.

Finer tuning of the project has to be done. The 
Promising results at this stage show us that the 
forthcoming results will definitely not 
disappoint.
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