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Abstract  

IoT based cloud computing system faces new challenges every day, due to the complex structure of 

system clusters and high volume of data processed by the systems. The ability of acquiring resources 

in an elastic manner is considered as the primary rationale for adopting IoT based cloud computing 

system. Elasticity mainly supports the facility to grow and shrink the virtual resources dynamically 

according to the requirement of IoT based cloud users. The Resource Allocation proposes Enhanced 

Genetic Algorithm is proposed to solve these problems, which is used to accomplish better virtual 

machine allocation across IoT based cloud servers for maintaining vertical elasticity. The resource 

under utilization problem and high operational cost of IoT based cloud system noticed in the dynamic 

resource allocation (DRA) technique motivated to propose Resource Allocation Technique. DRA 

employs the Adaptive Fuzzy Multi-Objective Genetic Algorithm (AFMOGA) for efficient resource 

allocation using Horizontal Elasticity approach in second contribution. The objectives of the problem 

are to maximize the Load Distribution and to improve the Resource Utilization, thereby tried to provide 

the horizontal elasticity for resource allocation in an efficient manner. Further, the proposed technique 

also reduces the virtual machine migration count. Moreover, the proposed algorithm provides perfect 

balance between the exploration and exploitation processes by efficiently making use of adaptive 

genetic operators integrated with the Fuzzy Inference System (FIS). The simulation results shows that 

the proposed method outperforms compared to the state of art approaches. 

Keywords— Dynamic resource allocation, Multi-Objective Genetic Algorithm, Fuzzy Inference 

System. 

 

INTRODUCTION 

In IoT based cloud computing technique [1], the 

services are abstracted and provided to the users 

over the internet in a distributed manner and 

these services are accessed through the 

networks. Its essential goal is to serve all users 

with high reliability and better performance. 

This technique becomes a good choice for 

several business contexts [2]. Users in a IoT 

based cloud are allowed to attain the resources 

by initializing the QoS. IoT based cloud 

consumers request various services based on 

their dynamic needs in a IoT based cloud 

computing environment. Resources are used on 

a rental basis instead of owning the resources for 

their business. This saves the cost and reduces 

risks in managing the resources. 

Nowadays any business or organizations [3] are 

using ―IoT based cloud for their websites. 

There are many more uses of IoT based cloud in 

current market for example like popular social 

networking websites: Facebook, YouTube, 

Twitter, LinkedIn, Google Plus, ClassMates and 

many more are hosted on IoT based cloud as well 



J. Mahalakshmi, et. al.     4396  

 

© 2022 JPPW. All rights reserved 

 

as email providers: Google Apps, Yahoo 

Zimbra, PanTerra Networks, Microsoft 

Exchange Online [4]. One can get their 

computed solution from anywhere at any time. 

When we surfing on any website or search 

engine we find IoT based cloud everywhere, 

Each and every IT magazine describes the new 

technologies introduced for IoT based cloud. We 

can upload documents on IoT based cloud for 

sharing. Online games required very much space 

but IoT based cloud makes it easy for online 

games providers, they can host their online 

games on IoT based cloud with minimum cost. 

From the survey, nowadays many developers 

from Microsoft, Amazon, AT&T, Google, 

GoGrid, RightScale, NetSuite, Enomaly and 

many more are working on IoT based cloud 

services [5]. It is a type of computing system 

which is basically an internet-based that gives 

access and services that are not on local 

computers or datacenter but reside on remote 

location. These services [6] are provided as per 

the consumption of particular services by the 

consumer respect to pay-as-you-go. IoT based 

cloud should ensure that all requested services 

are available for the end users. Limited resource 

availability in a IoT based cloud makes IoT 

based cloud provider‘s job more difficult. 

Allocation of resources and satisfying the user 

QoS requirements are important issues in a IoT 

based cloud computing environment. 

This article deals with multi-objective task 

allocation [7] using Adaptive Fuzzy Multi 

objective Genetic Algorithm (AFMOGA) 

Optimization. The main objective of this chapter 

is to allocate the available resources efficiently 

in a IoT based cloud environment. Resources are 

in form of manpower, network, processor and 

computer nodes. Earlier, researchers used to 

allocate the tasks to the resources less effectively 

using standard algorithms like Genetic 

Algorithm (GA), Ant Colony Optimization 

(ACO) algorithm [8] and Particle Swarm 

Optimization (PSO). Allocating the resources to 

the tasks using hybridization of optimization 

algorithms can improve the efficiency of the 

resource allocation. The proposed AFMOGA 

algorithm helps to optimize the QoS parameters 

during resource allocation, when compared to 

traditional algorithms. In a Hybrid AFMOGA 

Optimization [9] algorithm are combined to 

attain a better resource allocation. Main aim of 

this chapter is to improve the IoT based cloud 

computing system throughput by optimizing the 

QoS parameters like minimizing the response 

time, completion time and make span for the user 

tasks using hybrid model [10]. The benefits of 

using hybrid resource allocation in IoT based 

cloud computing environment are 

• Utility based task scheduling in terms of 

memory and execution time 

• Efficient resource allocation methods in 

terms of response time, completion time, 

make span and throughput. 

 

Literature survey 

In [11] authors suggested an algorithm known as 

Particle Swarm Optimization, which is 

dependent on the meta-heuristic optimization 

approach, whose objective is to reduce the total 

cost of task execution when fulfilling the target 

limitations. Author heuristic is assessed 

employing IoT based cloudSim as well as 

different popular scientific workflows of various 

sizes. The results indicate that the performance 

of the approach is much better compared to the 

present benchmark algorithms. 

In [12] authors introduced a robust resource 

supply approach to IoT based cloud computing, 

based on reliable supply of resources, and 

established the adaptive frame for IoT based 

cloud service (IoT based cloud_RRSSF). This 

framework renders IoT based cloud service for 

adaptive adjustment in accordance to conditions 

which occur during the user/consumer service or 

supply irregularities.  

In [13] authors suggested a novel allocation 

approach known as Dominant Resource with 

Bottlenecked Fairness (DRBF) that is a 

generalization of Bottle- neck-aware Allocation 

(BAA) to the settings of Dominate Resource 

Fairness (DRF). The author categorized users 

into various queues by means of their pre-

dominant resources.  

In [14] authors studied IoT based cloud 

Computing to be one among the developing 

technologies that extend the boundary of internet 

by making use of the centralized servers for the 
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maintenance of data and resources. It facilitates 

the users and the consumers to make use of 

different applications rendered by the IoT based 

cloud provider.  

In [15] authors introduced Dynamic Evaluation 

Framework for Fairness (DEFF), which helps in 

evaluating the fair behavior of a resource-based 

algorithm. In this framework, two forms of sub-

models, Dynamic Node Model (DNM) and 

Dynamic Demand Model (DDM) are presented 

to define the active features of resource demand 

as well as identify the number of computing node 

within IoT based cloud service environment.  

In [16] authors formulated an Energy-aware 

Resource Allocation technique, known as 

EnReal. Fundamentally, the author presents 

leverage on the dynamic implementation of 

virtual machineries to execute scientific 

workflow.  

In [17] authors introduced a resource allocation 

scheme for machines on the IoT based cloud, 

depending on the principles of coalition creation 

and the uncertainty principle of game theory. 

The author performed the comparison of the 

results of using this technique with the available 

resource allocation techniques, which have their 

deployment done on the IoT based cloud.  

In [18] authors introduced SLA based customer-

oriented resource provisioning algorithms for 

minimizing the cost by reducing the penalty and 

resource cost and enhancing CSL by reducing 

SLA offenses. The newly introduced 

provisioning algorithms take into consideration 

the consumer profiles and quality parameters of 

providers (for instance, the response time) to 

deal with dynamic consumer demands and 

infrastructure-level heterogeneity for business 

systems.  

In [19] authors introduced a heterogeneous 

resource allocation technique, known as 

skewness-avoidance multi-resource allocation 

(SAMR), for allocating the resource in 

accordance with the versatile needs on various 

kinds of resources.  

 

 

 

Resource allocation system design 

The proposed model helps to maximize the 

throughput by minimizing the response time, 

completion time and make span in the IoT based 

cloud environment. IoT based cloud user tasks 

can be classified into two types. They are 

repeated tasks and new tasks. Repeated tasks are 

already executed in a IoT based cloud 

environment. These tasks can be assigned to the 

same type of resources based on priority in the 

priority queue. So starvation of repeated tasks 

can be eliminated in the proposed model. Figure 

1 explains the IoT based cloud data center 

selection in the resource manager. Each data 

center contains the various resources to handle 

the user tasks. Data center which has less 

resource is considered unsuitable to offer 

services to the users. Resource manager 

evaluates the data centers by checking resource 

details to find out whether resources are 

available or not. Resource manager selects the 

suitable data center which has exact resources to 

handle the user tasks. 

An architectural and deployment paradigm must 

be designed by the IoT based cloud provider to 

get maximum benefit from IoT based cloud 

Computing. Various IoT based cloud service 

providers employ different IoT based cloud 

architectures at present. In this work, the IaaS 

IoT based cloud model with two-tier architecture 

has been taken into consideration. The 

conceptual diagram of the Two-Tier IoT based 

cloud Architecture is shown in Fig. 2. Each IoT 

based cloud would have a IoT based cloud 

controller component which is responsible for all 

the services that it provides. Each IoT based 

cloud server has a processing unit and memory 

utilization vector which shows current memory 

and processing unit utilization status. The main 

goal of virtualization in IoT based cloud is to run 

multiple Virtual Machines (VMs) on a single 

machine and sharing these resources among 

multiple users. Hence, VM is the most vital 

element in IoT based cloud Computing. 

According to the user requests, the VMs are 

allocated in various IoT based cloud servers as 

per the command of the IoT based cloud resource 

manager. The role of the IoT based cloud 
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resource manager is to efficiently handle the 

entire resources under it. 

 
Figure 1 Selection of Optimal Resource from 

IoT based cloud Data Centre

 
Figure 2 Conceptual diagram of the Two-Tier 

IoT based cloud Architecture 

In this work, the task of the IoT based cloud 

resource manager has been concentrated with the 

goal of load balancing. Specifically, the chore of 

the Mobile IoT based cloud Load Balancer 

(ELB) component presented in a IoT based cloud 

Datacenter has been investigated. The ELB 

component is the one which tries to maximize 

the benefits of underlying IoT based cloud 

resources in each Datacenter. It is accountable 

for the user request handling, monitoring and the 

scheduling of VMs. The block diagram of the 

ELB is shown in Figure 2. The task of the Mobile 

IoT based cloud Load Balancer is to generate the 

schedule for the assignment of VMs to the 

available servers with the objective to improve 

the Load Distribution and also to improve the 

Resource Utilization. Initially, the user requests 

are buffered in the VM Queue. The arrival time 

of user requests are stored in VM status updater. 

Then the VM requests from VM Queue are given 

to the Adaptive Fuzzy Multi objective Genetic 

Scheduler (AFMOGS), at each scheduling 

round. The AFMOGS employs the AFMOGA to 

satisfy request of the IoT based cloud user in co-

ordination with the horizontal mobile IoT based 

cloud handler and Inter IoT based cloud Provider 

Consortium (ICPC). ICPC is used for accessing 

adequate resources among IoT based cloud 

providers for satisfying IoT based cloud user 

demand. Resource allocation and de- allocation 

process is done by Resource Allocator based on 

the schedule. User request arrival time, Expected 

VM Migration Count, Load Distribution, 

Resource Utilization Rate, Response Time and 

physical mapping information are updated in the 

performance evaluator. 

 
Figure 3 Block diagram of the Mobile IoT 

based cloud Load Balancer 

In IoT based cloud Computing environment, 

though the arrivals of resource requests are 

dynamic in nature, at a particular time instance, 

it can be treated as a definite set of jobs to be 

executed by the available machines. In this work, 

the requests for VMs are considered as jobs and 

the available IoT based cloud servers are treated 

as machines in this context. Thus, the problem to 

be solved is to find the best assignment of VM 
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resources on the available servers in order to 

make the objective values optimal. Each VM 

resource allocated by the server is not only based 

on the resource availability of the IoT based 

cloud provider, but also it adheres to the service 

level agreements in order to maintain the QoS of 

the IoT based cloud services. In general, CPU or 

memory or storage can be considered as a VM 

resource. Since, the IaaS IoT based cloud model 

had used in this work, the memory is taken into 

account as the VM resource in the resource 

allocation problem. 

Proposed Optimization methodology 

Multi-Objective Optimization (MOO) 

A single objective function is adequate to find 

the best solution among the set of feasible 

solutions while solving many optimization 

problems. Nevertheless, single objective 

optimization is not enough for solving the real 

world problems nowadays. Because most of the 

decision making situations and problems in real-

time are complex to resolve as they deal with 

multiple objectives. As several objectives need 

to be concentrated in a mutually exclusive 

manner for multi-objective problems, all 

objectives cannot be optimized at the same time. 

There are many ways to address the MOO 

problems. One way is to use the scalarization 

technique for solving the multi-objective 

problems. It applies weightage for each objective 

and combines them into a single objective in 

order to solve the problem. However, the 

problem with this approach is that, it may not get 

variety of Pareto-set solutions. Also, it cannot 

explore all the points in the Pareto optimal 

solution set as the solution set is very much 

sensitive to the initial weight vector. In order to 

overcome this problem, each objective is taken 

separately and carefully tuned in order to obtain 

the set of compromised solutions. Thus various 

optimal solutions can be produced by 

individually optimizing each competing 

objective. This set of trade-off optimum 

solutions is collectively called as ―Pareto 

Optimum set‖ or ―Pareto Front‖. The Pareto 

Front is based on the concept of non-domination. 

A solution is said to be non- dominated solution 

when it satisfies anyone of the following 

conditions: 

i. A solution should be equally 

good or better than the other 

solution while comparing it with 

respect to all objectives, but must 

be better than the other solution 

atleast one objective. 

ii.  If the solution is not able to 

identify which one is better while 

comparing it with the other, then 

these solutions are also called 

non-nominated solutions. 

The problem taken in this chapter is a MOO 

problem which has two different objectives 

namely, IoT based cloud Load Distribution 

Variance and Resource Utilization Rate. Hence, 

this chapter proposes a multi-objective algorithm 

in order to address the mobile IoT based cloud 

resource problem 

Algorithms for Multi-Objective 

Optimization 

Various techniques are used to solve MOO 

problems such as Ԑ-constraints method, Goal 

programming, Multi-level programming, 

Dynamic programming and evolutionary 

algorithms. Among them evolutionary 

algorithms and particularly, Genetic Algorithm 

gains more interest for solving the MOO 

problems. GA is one of the popular evolutionary 

search algorithms for solving MOO problems. It 

is a processing based on the feature called 

genetic and natural selection. The background 

idea of GA is to begin with randomly generated 

chromosomes and to follow through strategy  of  

―survival  of  the  fittest‖  in  order  to  formulate  

better  solutions.  GA has been very successful 

optimization tool, because of its global 

perspective, simplicity and capability to inherit 

parallelism. Further, the algorithm provides a 

potent heuristic search and explores solutions in 

large search space. Moreover, it can be used for 

both single and MOO problems. 

Work-Flow of GA 

The work-flow of GA is comprised of initial 

population, fitness calculation, selection, 

crossover, mutation and termination, which is 

shown in table 1. The algorithm is able to 
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function with set of points simultaneously at 

each run. The GA initiates its search with a 

random number of candidate solutions. Each 

chromosome is assigned with a fitness value 

which depicts the objective value of the 

optimization problem. Then, the new population 

is produced with the support of genetic operators 

such as selection, crossover and mutation. The 

algorithm works until the stopping criterion is 

reached. 

Table 1: Work-Flow of Genetic Algorithm 

 

 
Figure 4: Schematic Representation of the AFMOGA 

Variants of GA 

Many variants of GA are proposed particularly, 

for solving multi-objective problems. Some of 

them are discussed as follows: Vector Evaluated 

Genetic Algorithm (VEGA) is considered as the 

first multi objective metaheuristics approach. It 

separates the entire population into 

subpopulations and allots different objective 

value to each one. It adapted the traditional 

Genetic Algorithm with an improvised selection 

mechanism. However, the algorithm provides a 

set of solutions that are not uniformly dispersed 

in the Pareto front and it is also sensitive to any 

one particular objective. Multi-Objective 

Genetic Algorithm (MOGA) employed the 

sharing of fitness value mechanism in order to 

Begin 

Create initial population repeat 

Calculate fitness for each candidate solution 

Apply selection operator 

Apply reproduction operators 

Select individuals for the next generation until ( stopping criteria reached ) 

End 



4401                                                                                                                                                                 Journal of Positive School 

Psychology 

 

© 2022 JPPW. All rights reserved 

 

improve exploration in the solution space. But, 

the algorithm had slow convergence rate. Non-

dominated Sorting Genetic Algorithm (NSGA-

II) is applying niche formation technique and 

ranking classification procedure to find the non-

dominated points. Furthermore, it applied 

crowding distance in the objective function 

space. However, various multi-objective GAs 

were proposed in the literature to find the 

optimal solution for various problems, there are 

still needs to tune the genetic parameters to 

obtain better outcomes. Furthermore, the main 

pitfall of the above approaches is that, 

knowledge about the problem domain and 

related factors are required to find the no 

dominated solutions. Thus, in order to overcome 

these issues the AFMOGA is proposed in this 

work. 

 

AFMOGA 

One of the major issues in applying GA for 

solving optimization problems is the parameter 

tuning. The fine-tuned parameters of GA often 

help to balance between the exploration and 

exploitation during the search process. Further, 

it also makes the GA to prevent and escape from 

the problem of local optimum. Hence, the 

parameters namely, crossover and mutation 

probability values are tuned adaptively in 

AFMOGA. 

 

Working Cycle of AFMOGA 

The working cycle of AFMOGA starts with the 

creation of initial population with the support of 

population initiator. Once the initial population 

is created, then it is assigned to the population 

handler as current population. Then, the 

selection scheme works based on the fitness 

found by the fitness finder for the current 

population. Further, the fitness finder provides 

information regarding the convergence state of 

the problem to the fuzzy inference system (FIS). 

Since the problem taken in this chapter is a moo 

problem, the fitness value is calculated based 

upon the pareto rank found using the pareto 

finder. Parent handler is responsible for 

producing and maintaining the mating pool. The 

AFMOGA gives chances for all pareto front 

layers for participating in the mating pool and 

hence promotes the diversity among 

chromosomes in the population. All 

chromosomes from the first pareto front are 

thrown into the mating pool and thus pave way 

for preserving the best chromosomes. 

The remaining chromosomes are taken randomly 

from all the other layers based on the expected 

VM migration count. Hence, the mating pool is 

prepared and given to the offspring handler. The 

FIS calculates the crossover and mutation 

probability values and assigns it to the offspring 

handler. The offspring handles the reproduction 

process through the exploration and exploitation 

managers. Once the offspring population is 

produced, the terminator checks whether the 

maximum iterations are reached or not. If the 

maximum iterations are reached, the terminator 

stops the execution. Otherwise, it transfers the 

control to replacement manager which is used to 

produce the current population by combining 

offspring and parent. 

Hera handler is used to manage the CM 

resources in horizontal mobile IoT based cloud 

manner. ICPC manager is used to access the 

additional resources from other IoT based cloud 

service providers, if the resources are not 

sufficient in the primary IoT based cloud 

provider. Pareto archive is used to store and 

update the pareto front founded by pareto finder 

in each iteration. The final pareto set is returned 

from the pareto archive after the working cycle 

of AFMOGA stops. The schematic 

representation of the AFMOGA is shown in 

figure 4. The respective pseudo code for the 

AFMOGA is given in table 2 as follows. 

 

Table 2: Pseudo code for AFMOGA The pseudo 

code for AFMOGA algorithm 

Step1: Initialize Population_size,

 Max_generations, cr_pb,

 mt_pb, Pareto_archive,  

Mating_Pool, Parent_Population, 

Offspring_Population as empty; 

Step 2: Call Create_Initial_population( ); 

Step 3: Assign 

Current_population=Initial_Population;  

Step 4: For i=1 to Max_generations 
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Step 5: Call 

RBBW_Selection(Current_population);  

Step 6: Parent_Population=Mating_Pool; 

Step 7: Find cr_pb, mt_pb values using Fuzzy 

Inference System;  

Step 8: Call 

Server_Mask_Crossover(Parent_Population) 

; 

Step 9: Call 

Repair_Infeasible(Offspring_Population );  

Step 10: Call 

VM_Swap_Mutation(Offspring_Population);  

Step 11: Call 

Repair_Infeasible(Offspring_Population ); 

Step 12: Replace Current _Population= 

{Parent_Population} ᴜ 

{Offspring_Population};  

Step 13: End for  

Step 14: Call Pareto_ Finder( 

Pareto_archive); 

Step 15 :Output Final_Pareto; 

 

Functional Blocks in AFMOGA 

Population initiator and handler 

The first step in AFMOGA is the creation of 

initial population of size 2n, which is done by the 

POPULATION INITIATOR block. This block 

is responsible for developing and placing the 

chromosomes of initial population in the search 

space. The chromosome represents the schedule 

for this problem. As chromosome encoding is an 

important step in GA, the Group based variable 

length chromosome representation is proposed 

in this research work for designing the 

chromosomes. This group based representation 

reduces the number of bits required as to (n+m) 

bits whereas the binary encoding requires (n*m) 

bits. The Figure 5 shows the Group based 

representation for a sample chromosome. Once 

the initial population is created, then it is 

assigned to the Population Handler block which 

contains the current population. The pseudo code 

for the initial population creation is shown in 

Figure 6. 

 

 

 

 

 
Figure 5 Chromosome with Group based 

Representation 

As the problem taken in this chapter is a 

constraint optimization problem, the 

chromosomes are checked for feasibility. A 

chromosome may have overloaded VM  

chromosome creation and these chromosomes 

are treated as infeasible chromosomes. In order 

to turn the infeasible chromosomes as feasible 

chromosomes, the repairing procedure is used. If 

the overloaded VMs are identified, then the 

overloaded VM list is generated. Then, each 

overloaded VM is checked in order to be served 

by any other available server and thereby try to 

make the chromosome feasible. If the 

overloaded VMs are not able to accommodate 

within an available server, new server is added 

using horizontal mobile IoT based cloudily. 

Selection scheme and fitness finder: 

Once the current population is assigned to the 

POPULATION HANDLER, the SELECTION 

SCHEME is invoked. SELECTION SCHEME is 

one of the important genetic operators, which is 

used to select the best parent for reproduction 

based on the fitness value found by the FITNESS 

FINDER. Based upon the fitness value of each 

chromosome in the population, the SELECTION 

SCHEME chooses the parents to fill the mating 

pool. Generally, from the perspective of 

evolutionary algorithms, multi objective and 

single objective problems are differentiated in 

the selection scheme. In multi objective 

problems, parent chromosomes are chosen based 

on the Pareto dominance, rather than the raw 

fitness value and so the non- dominated solutions 

are preferred than the dominated ones. In this 

proposed AFMOGA algorithm, Pareto 

Dominance Rank based roulette wheel is 

proposed as the SELECTION SCHEME. 

 

 

Pareto finder and archive 
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Before the selection scheme starts working, the 

PARETO FINDER is invoked to find the Pareto 

rank for each chromosome in the current 

population depending upon non-domination 

count. Then, the PARETO FINDER assigns rank 

to all chromosomes in various Pareto layers, 

based on the level of the layer. Further, the 

chromosomes within the same layer have same 

rank, but they are differentiated using the 

expected migration count as the crowding 

distance. During the selection process, the first 

Pareto fronts are always copied to mating pool. 

In this work, the remaining Pareto layers are also 

allowed to participate in the reproduction 

process. Hence, the preservation of diversity 

among chromosomes is improved and the 

exploration is done in a well versed manner. 

Once the Pareto solutions are selected from 

Pareto layers, then the selection operator returns 

the mating pool. Then, the mating pool is 

handled over to the OFFSPRING HANDLER 

for reproduction. Hence, the proposed 

SELECTION SCHEME maintains good 

diversity and also provides dynamic selection 

pressure during the algorithm execution. Further, 

the proposed SELECTION SCHEME carries the 

best chromosomes towards successive 

generations and stores them in the PARETO 

ARCHIEVE. 

Offspring handler 

The OFFSPRING HANDLER contains two 

blocks namely, EXPLORATION and 

EXPLOITATION MANAGERS for creating 

offspring‘s for successive generations, based on 

the probability values given through the FIS. The 

EXPLORATION MANAGER performs the 

Server Mask Crossover to generate a new child 

chromosome from parent chromosome by 

replicating selected bits from each parent strings. 

The EXPLOITATION MANAGER is used to 

randomly mutate the genes in a chromosome for 

preserving the gene diversity in the population. 

VM swap mutation operator is used in this work. 

If the infeasibility occurs after mutation, the 

mutation operator tries to convert into feasible 

form by checking the available space in server. 

If the space is available, VMs are migrated based 

on the expected VMs migration count. Even after 

that if feasibility cannot be reached, the proposed 

algorithm invokes the HERA handler. 

Adaptive Parameter Tuning Using FIS 

Traditionally, the crossover and mutation 

probability values are constant. In the proposed 

work, the AFMOGA tunes the crossover and 

mutation probability values dynamically using 

the FIS. The Crossover probability value defines 

the number of chromosomes to be newly created 

for consecutive generations, whereas the 

mutation probability value refers to number of 

bit changes within the entire chromosomes. The 

crossover probability usually has value lies 

between 

0.4 and 0.9 while the mutation probability value 

ranges from 0.01 to 0.1.The concept behind the 

parameter tuning in this proposed work is to 

determine the values for crossover and mutation 

probabilities adaptively. These probability 

values are computed based on the information 

obtained from the current convergence state of 

the algorithm. 

To carry the parameter tuning task, the proposed 

algorithm checks whether it has converged to the 

local optimum point or not. In order to detect the 

local optimum, the algorithm obtains the 

information concerning the fitness improvement. 

That is, if the difference between the maximum 

fitness and average fitness is low, almost all 

chromosomes share the same fitness value and 

thus the algorithm has converged. But, the 

convergence may be either local or global 

optima for the problem. To fix that, the proposed 

algorithm checks the number of iterations yet to 

be reached during algorithm execution. If it is 

low, then it is understood that the algorithm 

converges to the global optima. But, if it is high 

then, the algorithm was trapped into the local 

optima. 

Hence, whenever the algorithm traps into the 

local optimum problem, the AFMOGA adjusts 

the crossover and mutation probabilities 

adaptively with respect to the convergence state 

of the algorithm. Further, the proposed algorithm 

provides perfect balance between exploration 

and exploitation. The AFMOGA uses two FIS 

namely, Crossover Fuzzy Inference System 

(CFIS) and Mutation Fuzzy Inference System 
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(MFIS), in order to determine the crossover and 

mutation probabilities individually for each 

objective. Both the CFIS and MFIS contain three 

input variables and two output variables 

individually. 

Input 1 represents the difference between current 

iteration and maximum iteration whereas input 2 

represents the difference between maximum 

fitness and average fitness of objective 1 IoT 

based cloud Load Distribution Variance 

(CLDV). The input 3 symbolizes the difference 

between maximum fitness and average fitness of 

objective 2 Resource Utilization Rate (RUR). 

The output variables Crossover 1 (Cr1) represent 

the crossover probability of objective 1. 

Crossover 2 (Cr2) represents the crossover 

probability of objective 2. The output variables 

Mutation1 (Mt1) represents the mutation 

probability of objective 1 and Mutation2 (Mt2) 

represents the mutation probability of objective 

2. Both CFIS and MFIS had used the Centroid 

method for Defuzzification.  

the Input 1 represents the difference between 

current iteration and maximum iteration whereas 

the Input 2 represents the difference between 

maximum fitness and average fitness values. 

Both the crossover and mutation probabilities are 

calculated separately, for each objective namely, 

IoT based cloud Load Distribution Variance 

(CLDV) and Resource Utilization Rate (RUR). 

The same rule base is used for finding both 

output variables Cr1 and Cr2 for both objectives 

in CFIS. The average of Cr1 and Cr2 produces 

the final crossover probability. Further, the same 

rule base is used for finding both output variables 

Mt1 and Mt2 for both objectives in MFIS. The 

average of Mt1 and Mt2 produces the final 

mutation probability 

 
Figure 6: Membership functions used for the fuzzy variables 

Experimental Study 

Due to the difficulty in testing the proposed 

system on real systems, simulation based 

evaluation has been conducted for evaluating the 

proposed work. In order to investigate the 

effectiveness of the proposed work, the 

AFMOGA was implemented and tested with 

different workloads. The respective results were 

presented in this section and the performance of 

AFMOGA was compared with the existing 

algorithms namely, Enhance Genetic Algorithm 

(EGA) and Simple Genetic Algorithm (SGA) to 

reveal the usefulness of proposed work. The IoT 

based cloudSim 3.0.3 simulator class is extended 

to simulate the proposed AFMOGA and existing 

algorithms. The simulation was carried on 

Intel(R) core (TM) i5 processor 2.6 GHz, 8GB 

memory and windows 7 platform. The IoT based 

cloudSim parameter setting is shown in Table 4. 

The parameters used for the proposed algorithm 

is shown in Table 3. The metrics taken for 

analyzing the performance of the proposed 

algorithm are IoT based cloud Load Distribution 

Variance, IoT based cloud Resource Utilization 

Rate, Expected VM Migration Count and 

Response Time. 
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Table 3: IoT based cloudSim Parameter 

 

 
Table 4: Parameter Setting of AFMOGA algorithm 

 

 
Figure 6: Fitness Evaluation of IoT based cloud Load Distribution Variance 

From the Figure 6, it is evident that the 

AFMOGA provides better IoT based cloud Load 

Distribution than the Enhance Genetic 

Algorithm (EGA) and Simple Genetic 

Algorithm (SGA). To exhibit the efficiency of 

the proposed algorithm, all the three algorithms 

namely AFMOGA, EGA and SGA were tested 

for three different workloads and the results are 

depicted in Figure 7, where the respective values 

are tabulated in Table 5. 
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Table 5: IoT based cloud Load Distribution Variance for Various Workloads 

 

 
Figure 7: IoT based cloud Load Distribution Variance for Various Workloads 

From the Figure 7, it can be clearly observed that 

the AFMOGA provides better performance in 

terms of the minimized CLDV value, than the 

EGA and SGA algorithms for various 

workloads. 

 
Figure 8 Fitness Evaluation of Resource Utilization Rate 

Figure 8 illustrates that the AFMOGA offered 

remarkable Resource Utilization Rate (RUR) 

than the other two algorithms and also enhanced 

the convergence speed of the algorithm. The 

impact of RUR value for three different 

workloads is analyzed and it is presented in 



4407                                                                                                                                                                 Journal of Positive School 

Psychology 

 

© 2022 JPPW. All rights reserved 

 

Figure 9, where the respective values are 

tabulated in Table 6. 

 
Figure 9: Resource Utilization Rate for Various Workloads 

From the Figure 9, it is understood that the 

AFMOGA provides significant improvement in 

Resource Utilization Rate (RUR) than the other 

two algorithms. 

Table 6: Resource Utilization Rate for Various Workloads 

 
From that figure, it is explicitly proved that the 

AFMOGA reduces the Expected VM Migration 

Count heavily than the other two algorithms. The 

Expected VM Migration Count for various 

workloads founded by the existing algorithms 

and AFMOGA algorithm are shown in Figure 

10. Finally, the Figure 5.11 represents the 

Response Time calculated for three different 

workloads by the three different algorithms, 

where the AFMOGA algorithm minimizes the 

Response Time in all the three cases of 

workloads. The Response Time values for 

various workloads are depicted in Table 7 and 

Table 8. 

 
Figure 10: Expected VM Migration Count for Various Workloads 
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Figure 11: Response Time for Various Workloads 

  

 
Table 7: Expected VM Migration Count for Various Workloads

 
Table 8: Response Time for Various Workloads 

Conclusion 

In this article, the DRA is discussed in detail 

along with the novel proposed algorithm 

AFMOGA for figuring out the mobile IoT based 

cloud resource allocation problem in IoT based 

cloud computing environment. The proposed 

algorithm affords optimal VM schedule for the 

IoT based cloud IaaS model. Further, the 

proposed algorithm produced good diversity 

among the Pareto solutions and preserved good 

solutions simultaneously. In order to expose the 

usefulness of the AFMOG Algorithm, it was 

compared with the EGA and SGA. It can be 

realized that the proposed algorithm expresses 

better performance in terms of minimized IoT 

based cloud Load Distribution Variance and 

maximized the Resource Utilization Rate with 

better convergence speed. Furthermore, the 

AFMOG Algorithm also reduced the Expected 

VM Migration Count and supports horizontal 

mobile IoT based cloud resource allocation with 

the help of ICPC. Moreover, the AFMOG 

Algorithm has been tested with various 

workloads and it is proved that AFMOGA 



4409                                                                                                                                                                 Journal of Positive School 

Psychology 

 

© 2022 JPPW. All rights reserved 

 

provides better performance than the SGA and 

EGA. Hence, it is clearly observed that among 

the three different algorithms discussed in this 

chapter, the AFMOGA provides more benefit to 

IoT based cloud providers as well as to IoT based 

cloud users. In this contribution, the performance 

of proposed resource allocation technique in 

normal IoT based cloud computing environment 

is analyzed and the work can be further extend to 

examine the resource allocation in mobile IoT 

based cloud environment. 
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