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Abstract
The success of an organization depends on the performance of its employees. In this 
ultra-competitive job market, organizations are forced to quickly understand the 
intrinsic and extrinsic factors that concern employees. Organizations have historically 
depended on various surveys to understand what their workforce is thinking about 
different aspects of their employment. Though effective, employee surveys often follow 
a boilerplate template and often fail to capture the emerging socio-economic changes. 
Capturing employees’ feedback using text allows workers to express themselves and 
provides excellent insight into the latent themes. This paper offers a three-step 
framework to understand employee experience using Indeed reviews as a proxy. We 
leverage Natural Language Processing techniques such as N-gram analysis, sentiment 
analysis, and topic modeling to bring forward latent topics of discussion.

1. Introduction:
Organizations and business leaders have always 
favored data-driven decision-making. The two 
popular dimensions of data-driven decision-
making are the information at hand and the 
process of generating insights(Provost & 
Fawcett, 2013).
The process of valuing information has 
significantly evolved over the years. As the first 
commercial databases were launched in years 
1968 , organizations started to think about 
storing data in a well-organized format(Fry & 
Sibley, 1976). In the early days, companies 
limited themselves by only storing the most 
business-critical data. In the next fewdecades, 
innovations in database storage helped 
organizations store much of the non-business 
critical information in the databases. The next 
significant innovation in the data storage space 
happened with the invention of Hadoop in early 
2000’s (Shvachko et al., 2010). The idea of 
storing the data, agnostic of the data type in its 
rawest format, and being able to define the 
metadata at a later time, changed the paradigm 
of data storage and retrieval. Organizations 

started storing non-traditional data such as 
reviews, video footage, job descriptions, 
resumes, emails, sensors, and log data. 
Another dimension of data-driven decision-
making is the insights generation process. 
Modern research overwhelmingly suggests that 
data-driven organizations are innovative when 
compared to their peers(Ghasemaghaei & Calic, 
2019). There are three significant phases in 
generating insights – descriptive, predictive, and 
prescriptive analytics(Lepenioti et al., 2020). 
Spead sheets and charts used to be the gold 
standard for generating descriptive insights. 
They provide a straightforward way to consume 
and visualize information. Business intelligence 
and data visualization tools have provided a 
convenient way for decision-makers to analyze 
historical data. Statistics, machine learning, deep 
learning methods are popular methods that are 
helping organizations generate predictive and 
prescriptive insights. 
But, as organizations accumulated a wealth of 
non-traditional data assets such as text, they 
started thinking about leveraging insights from 
this data to make critical business 
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decisions(Markham et al., 2015; Tussyadiah & 
Zach, 2015). Natural language processing
(NLP), a popular sub stream of Artificial 
Intelligence (AI), deals with exploring text data 
in a supervised and unsupervised setting. Topic 
modeling falls into the unsupervised algorithms. 
The goal of topic modeling is to understand the 
latent topics and aspects that are part of large 
bodies of text. 
As the storage costs decreased and the 
innovation in the AI space increased, we seen a 
meteoric raise in the industry adaptation of AI 
and NLP. Marketing, Sales, Customer service, 
and Supply chain were the early adopters to this 
change.
The human resources (HR) function in an 
enterprise is critical for the performance of the 
whole organization. The HR function is 
responsible for hiring, coaching, satisfying, and 
promoting the right talent to fulfill the 
organization’s short-term and long-term goals 
efficiently and effectively.
The role of an HR function becomes complete if 
it can effectively balance out the organizational 
needs with that of individuals. Unfortunately, for 
HR, there isn’t a simple way to understand the 
comprehensive needs and sentiments of 
associates. At a high-level, it is critical to –
“Deeply understand people and their needs”, 
“Embrace expansive and holistic thinking”, 
“Make the intangible tangible”, “Insist on 
radical participation”, “Iterate and experiment”, 
“Trust and appreciate the process” (Plaskoff, 
2017). However, in reality it’s very difficult to 
capture and measure the holistic associate 
experience. The primary reason for this is 
because of the way HR gathers feedback. HR 
function typically relies on various survey 
mechanisms to collect associates' sentiments 
around compensation, associate experience, job 
satisfaction, benefits, work culture, etc. (Church 
& Waclawski, 2017). Though the surveys 
effectively measure the macro-level pulse, they 
fail to quantify micro-level themes that resonate 
with associates.
One potential solution to understand how 
employees are feeling, is the use of text 
analytics. Natural language processing (NLP), a 
subfield of Artificial Intelligence, aims to 
develop syntactic and semantic level 

understanding of language to develop insights 
(Chowdhary, 2020). 
Though HR partners used descriptive analytics, 
they are relatively late adopters to modern
technologies such as AI (Renkema, 2022). The 
exciting part is that the opportunity to use NLP 
is waiting at HR’s doorstep. The traditional 
surveys almost always show up in a standardized 
format where associates are expected to choose 
from a predetermined list. HR rarely encourages 
associates to type their responses in a free-form 
text box. NLP techniques such as word 
frequency analysis, sentiment analysis, topic 
modeling and aspect detection can be a game 
changer for HRas it enables them to gather latent 
themes. 
In this paper, we leverage publicly available 
employee reviews data for top technology 
companies to understand the topics of discussion 
among associates. We leverage popular NLP 
techniques such as n-gram analysis, sentiment 
analysis, and topic modeling to present latent 
insights. Finally, we present a framework that 
informs readers on when it’s best to use the three 
NLP techniques. The primary purpose of this 
paper is not necessarily to discuss the 
corresponding NLP techniques in detail, rather 
we intend to present a framework to leverage 
NLP when understanding employee experience
and motivate readers to pursue AI to solve 
people related problems. 

2. Data:
The dataset used for this study is obtained from 
a Kaggle competition1. Company reviews for top 
technology companies such as Amazon, Apple, 
Facebook, Google, Microsoft, and Netflix were 
collected from popular job posting aggregator. 
The distribution of company reviews is 
summarized in Figure1. 

1https://www.kaggle.com/datasets/fireball684/hack
erearthericsson
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Figure 1:Number of reviews by company
For each review, Overall star rating, Pros, Cons, Review time, location, and Employee job title are 
collected (Figure 2).

Figure 2: Components of an Indeed review

The timeframe of the reviews ranges from 2008 
to 2018. The total number of reviews by 
company are summarized in Figure 3. The

reviews are disproportionately high for Amazon 
as they significantly ramped up their hiring since 
2010.
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Figure 3: Distribution of reviews over the years
Along with the overall star rating for the review, 
reviewers are also asked to rate their company 
for other aspects of the job such as “Job 
Work/Life balance”, “Compensation/ Benefits”, 

“Job Security/ Advancement”, “Management”, 
and “Job Culture”. The mean distributions of 
these variables for each company are 
summarized in Table 1.

Table 1: Mean distributions of star ratings

Company
Job Security/ 
Advancement

Compensation/ 
Benefits

Job 
Culture

Management
Job 
Work/Life 
balance

Overall 
Star 
Ratings

Amazon 3.60 3.69 3.53 3.17 3.01 3.59

Apple 3.42 4.00 4.10 3.45 3.35 3.96

Facebook 4.36 4.55 4.51 4.26 3.92 4.51

Google 3.96 4.36 4.35 3.83 3.98 4.34

Microsoft 3.66 3.97 3.66 3.13 3.57 3.82

Netflix 3.06 4.06 3.52 3.17 3.21 3.41

3. Introduction to Natural Language 
Processing:

Natural Language Processing (NLP) is a 
subfield of Artificial Intelligence that employs 
computationally sound techniques to understand, 
learn, and generate natural language (Hirschberg 
& Manning, 2015). The idea of leveraging and 
training machines to understand text is not new, 
in fact origins of NLP can be dated back to 
1950s (Nadkarni et al., 2011).The reason for 
recognizing NLP as a sperate sub-field in AI is 

to put a special emphasis on the different 
representation and processing techniques that 
need to be used. Generally, there are three 
phases involved in an NLP implementation –
text pre-processing, word-vector representation, 
and machine learning.
Text comes in variety of formats, and the pre-
processing techniques ensure us to obtain certain 
levels of standardization. Stop word removal, 
punctuation removal, special characters removal, 
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and stemming are the common pre-processing 
methods. 
The process of generating word-vectors involves 
breaking down text to it’s fundamental forms 
such as words/ alphabets and representing them
in numeric formats called embeddings. There are 
several innovations in the field of word 
embeddings and these innovations are directly 
proportionate to the progress that’s being made 
in NLP. Different methods to represent text is 
concisely summarized by Camacho-Collados et 
al.(Camacho-Collados & Pilehvar, 2018).

4. Analyzing employee reviews to generate 
insights:

In this section, we discuss three different 
techniques to understand and analyze employee 
reviews. We first start with word frequency and 

n-gram based methods, we then extract the 
sentiments associated with each employee 
review. We conclude our analysis by conducting 
Latent dirichlet allocation, a topic modeling 
technique to uncover latent topics of discussion.

4.1 N-gram and word frequency-based 
analysis:

An N-gram is n N-character substring of a larger 
sequence of characters. The characters in this 
case can be words, alphabets, DNA sequences, 
or any temporal data structure. Typically, N-
gram representations slices the string into a list 
of overlapping sequences (Cavnar & Trenkle, 
1994). An example N-gram representations of a 
sample review is presented in Table 2.

Table 2: N-gram representation of a sentence

N Original sentence N-gram representation

Unigram (1-gram) The company provides great benefits
[‘The’, ‘company’, ‘provides’, ‘great’, 
‘benefits’ ]

Bi-gram (2-gram) The company provides great benefits
[‘The company’, ‘company provides’, 
‘provides great’, ‘great benefits’ ]

Tri-gram (3-gram) The company provides great benefits

[‘The company provides’, ‘company 
provides great’, ‘provides great 
benefits’ ]

The reviewers are asked to present “Pros” and 
“Cons” separately in their respective text boxes. 
Our intention is to comprehensively understand 
the positives and negatives of a company, so we 
combined the pros and cons to form a full 
review. We the conducted pre-processing steps 
such as stop word removal, convert text to lower 

case, remove special characters, and lemmatize 
the words. 
Figure 4 resents the most frequently used N-
grams. Just by looking at the most frequent N-
grams such as “smart people”, “long hour”, 
“great benefit”, one can easily come up with 
general themes. 

a).Most frequent unigrams          b) Most frequent bi-grams             c) Most frequent tri-grams
Figure 3: Most frequent N-grams
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We summarized the most frequent n-grams for 
the reviews that received an overall star rating in 
the bottom two box (one or two stars). The 
information is summarized in Figure 5. Firgure 5 
presents a more clear insights into the potential 
problems that are expressend in the reviews as 

there received a very low start rating. Tri-grams 
such as “10 hour shift”, “15 minute break”, 
“high turnover rate” indicate that people are 
generally expressing their concerns around long 
working hours and attrition rates.

a)  Most frequent unigrams              b)  Most frequent bi-grams             c) Most frequent tri-grams
Figure 4: Most frequent N-grams for 1- and 2-star reviews

This general framework can be followed to 
analyze the data at different dimensions. 
Reviews by -company, job title, year, country, 
employee status (current vs. former) are some of 
the ways to further slice and dice this data. The 
level of detail depends on the business case and 
organizational priorities.
4.2 Sentiment Analysis: 
Sentiment analysis deals with the identification
and extraction of sentiment from a given body of 
text using NLP techniques. Sentiment analysis 
can be used to understand emotions, opinions, 
speculations among others (Mejova, 2009). 
Sentiment analysis has many layers and 
variations. For example, there are structured, 
semi-structured, and unstructured sentiment 
analysis techniques (Medhat et al., 2014). 
Sentiment analysis can also be conducted at 
different scales. For instance, we can generate 
the words that imply sentiment, we can predict 
the polarity of the text (positive vs. negative), or 
we can generate multi-point scale sentiment 
analysis. Sentiment analysis is an active research 
area, and it is common to find custom sentiment 
analysis classifiers that are trained on specific 

domain or for a specific task. Since our goal is to 
demonstrate the applicability of sentiment 
analysis to measure employees’ sentiment, we 
use a pretrained classifier called VADER. 
VADER uses a simple rule-based model for 
general sentiment analysis by constructing a 
gold-stand list of lexical features that indicate 
opinion (Hutto & Gilbert, 2014). The VADER 
sentiment analyzer provides the positive, neutral, 
negative, and compound scores for each review. 
A value of ‘-1’ indicates extremely negative 
sentiment and a value of ‘+1’ indicates a strong 
positive sentiment.

Figures 6 and 7 summarize the results from our 
sentiment analysis. Several inferences can be 
made from the results. For instance, Google has 
the highest mean positive scores while Amazon 
has the most negative scores. Similarly, from 
Figure 7, we can observe that mean negative and 
positive scores are increasing year over year. 
This can indicate that employees are becoming 
more expressive in their reviews by stating their 
opinions.
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Figure 5: Mean VADER sentiment scores by company
Like n-gram analysis, sentiment analysis has the potential to uncover insights at different dimensions.

Figure 6: Mean VADER sentiment scores by year
4.3 Topic modeling: 
Topic modeling technique is of the most trusted 
ways to explore latent topic of aspects of 
discussion. Topic models are especially useful 
when applied on a large text corpus such as 
reviews/ surveys as it has the power to 
accurately summarize information. In general, 
topic modeling can be thought of an 
unsupervised learning approach to cluster 
documents or reviews. Topic models help us to 
represent a large collection of documents in “k” 
topics. The topics are generally inferred by 
observing the key words and the corresponding 
weights. These topics can then be assigned to the 
original document.
Our research in regards to the topic modeling is 
largely based on the work by Madding et al. 

(Madding et al., 2020). Madding et al. have 
conducted original research on Indeed employee 
reviews by generating topic models using Latent 
Dirichlet allocation (LDA) and Attention Based 
Aspect Extraction. They have discovered eleven 
useful topics as an outcome of their analysis. 
Because our goal is to propel research interest in 
this space, we limit our experimentations to 
LDA. We also limit our number of chosen topics 
to five. The number of topics for an LDA 
algorithm is a hyper-parameter and can be tuned 
to generate course-grained or fine-grained 
insights. Table 3 represents the inferred topics 
based on the key words. These topics can then 
be assigned back to each individual review to 
conduct a thorough analysis.

Table 3: Inferred topics based on key words
Inferred Topic Key words
People related Manager, employee, people, time, management
Working hours Hour, time, long, flexible, long_hour, free, home
Working style Work, worklife_balance, work_environment
Tools/ Technology Agile, teams, python, java 
Benefits/ Career Health_benefit, career_path, career_advancement, 

internal_politics
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We also used a visualization technique called 
LDAvis (Sievert & Shirley, 2014). This 
interactive technique helps us to select a topic 

and visualize the top-30 salient terms for each 
topic. The size of the topic bubble represents the 
prevalence of that topic among the reviews.

Figure 7: LDAvis, a visualization technique to interact with topic models

5. Conclusion:
We conducted a thorough analysis of the Indeed 
reviews from top technology companies with an 
intention to present text-based reviews as an 
excellent alternative to canned employee 
surveys. The three techniques employed in this 
study have different use cases, and they also 
offer varying degrees of implementational 
complexities. We found that N-gram-based word 
frequency analysis is best suited when the HR 
partners have limited time/ resources and want 
to get their employees' pulse quickly. Bi-grams 
and tri-grams were most helpful when we 
analyzed the data at different dimensions.
On the other hand, Sentiment analysis provides a 
different flavor to measuring your employee 
experience. This is simply not possible to do 
with traditional employee surveys. Sentiment 
analysis techniques have the power to 
significantly transform your employee listening 
strategy as several established sentiment 
classifiers can be readily applied to the reviews.
Finally, the LDA-based topic models are most 
valuable when the HR leaders want to 
understand emerging topics. Topic models 
provide a competitive advantage to HR teams as 

they can move from reactive to proactive 
approaches because of the hidden insights 
generated by topic models. However, it takes 
skill and experience to finesse topic models.
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