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Abstract 

In the era of fifth industrial revolution, organizations can definitely rely on technology to play a major 

role in human resource management. Internet of Things (IOT), Big Data, Cloud computing, Robotics 

and Artificial Intelligence are some of the technologies which are making this revolution a reality. Only 

a satisfied employee can be a productive employee and the retention rate is comparatively high for 

employees belonging to that category. Identifying the factors leading to satisfaction of employee will 

definitely assist management in introducing feasible factors among the ones identified. This is where 

machine learning comes into action. Machine learning techniques like classification and clustering play 

a major role in analyzing data as well as making effective predictions. In this paper an attempt is made 

to discuss the impact of machine learning on human resource management to control turnover of 

employees.       

Keywords: Employee attrition, Machine Learning, Clustering, Classification. 

1. Introduction 

 

Employee turnover can be defined as “The 

proportion of the employees who leave an 

organization over a set period” [1], which is 

definitely unwelcoming for organizations. 

Every effort is taken by organizations to 

increase employee engagement and thus retain 

them once they prove their worth to the 

organization. In the era of fifth industrial 

revolution, organizations can definitely rely on 

technology to play a major role in this aspect. 

Internet of Things (IOT), Big Data, Cloud 

computing, Robotics and Artificial Intelligence 

are some of the technologies which are making 

this revolution a reality.  

Only a satisfied employee can be a productive 

employee and the retention rate is 

comparatively high for employees belonging to 

that category. Identifying the factors leading to 

satisfaction of employee will definitely assist 

management in introducing feasible factors 

among the ones identified. This is where 

machine learning comes into action. Machine 

learning techniques like classification and 

clustering play a major role in analyzing data as 

well as making effective predictions. 
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In classification algorithms, a computer 

program studies the existing data in order to 

understand their behavior and make predictions 

about the outcome of new set of data. The set of 

input data provided is divided into different 

classes or categories. The algorithm predicts the 

class into which the new data belongs.[3,9,10] 

Classification is considered as a supervised 

algorithm because the categories are already 

known. On the other hand, clustering is 

categorized as an unsupervised algorithm. Here 

the groups are formed by the algorithm based on 

similarity between the data items. In this paper 

an attempt is made to discuss the impact of 

machine learning on human resource 

management to control turnover of employees.  

2. Literature review 

 

In the article, “Predicting employee attrition 

using machine learning”, the authors are 

explaining about the research conducted to 

predict employee attrition using machine 

learning models. The researchers had used a 

dataset created by IBM. The study compared the 

performance of the models developed using 

Support Vector Machine, Random Forest and K 

Nearest Neighbor in the prediction of human 

resource attrition.[14] 

In the article, “Applications of machine learning 

algorithms in online recruitment systems”, the 

authors are explaining about leveraging 

machine learning algorithms for evaluating the 

candidates in an online recruitment system. An 

e-recruitment system is proposed which 

incorporates machine learning for the task. The 

article explains the use of regression model in 

predicting the extraversion characteristic of the 

candidate. Text analytics is used on data 

obtained from personal blogs and LinkedIn 

profiles. A regression tree is created. Candidate 

ranking is thus automated. [16] 

In the article, “On the Application of Fuzzy 

Clustering for Crime Hot Spot Detection”, a 

partitioning method called as Fuzzy clustering is 

used for detecting the crime hotspot. The 

performance is compared with two hard 

clustering methods, k means and medoid. In 

fuzzy clustering, the elements can belong to 

more than one cluster. The degree of belonging 

of a member in a cluster is denoted by 

membership coefficient whose values range 

from 0 to 1. The experiments in the study is 

proving that fuzzy clustering is more 

appropriate for handling spatial data that 

nonhierarchical methods. [17] 

3. Machine learning in human resource 

management 

 

3.1 Recruitment 

 

Selecting the right person for the right job is a 

very crucial function in human resource 

management. Highly successful companies like 

Citigroup, Morgan Stanley and Goldman Sachs 

are discovering the application using machine 

learning to predict the performance of new 

hires. Theassistance of a machine tool which 

can predict the best choice of hire will lead to an 

appropriate selection. Machine learning based 

tools are used for screening the Curriculum 

Vitae of employees.[7] The machine learning 

models like association rule mining can 

correlate the skills possessed to the skills 

required for the job which increases the quality 

of candidate hiring. In association rule mining 

we can predict the happening of some event or 

item depending on the happening of other events 

or item. In the case of Curriculum vitae 

screening, association rule mining can predict 

the performance of employees based on certain 

specific skills possessed by them. 

“Koru” is software that uses predictive analytics 

to forecast whether a candidate is correctly 

matching the requirement of the organization. 

The team identified the performance traits and 

shortlisted seven most important among them. 

The candidates were made to attend a test based 

on the identified parameters. The drivers of 

performance for each job were found using 
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association rule mining and customized tests 

were framed for specific jobs. The matching of 

the results were done using machine learning 

models for predicting the performance of 

employees. Machine learning algorithms like 

classification and clustering proved that the 

competencies required for performance is 

different for different jobs and also is different 

organization wise also. Companies like airbnb, 

deutsche bank are utilizing such software for 

recruitment.[2] 

Data can be collected from employees and the 

test results are stored. The level of performance 

of the employees will be collected from 

employers. Using classification algorithm data 

is classified as low performers and high 

performers. Decision tree can be formed which 

can give idea about the factors having maximum 

influence on performance using measures like 

information gain. 

In certain recruitment systems, web analytics is 

employed using machine language to extract 

details from profiles like LinkedIn and blogs to 

predict the personality of prospective 

candidates. Linguistic analysis will help to 

extract meaning from texts which might be 

structured or unstructured. Text analytics can be 

applied on this to understand the sentiments in 

that using the techniques of sentiment analysis. 

Sentiment analysis helps in identifying the 

sentiments behind the text. This will help in 

understanding the character of a prospective 

candidate by analyzing data from social network 

profiles.Using Natural language processing 

companies can understand the pulse of 

employees from the comments they put in 

various social media platforms. Sentiment 

analysis can identify the feelings of individuals 

from the analysis of the unstructured data. 

Candidate ranking can be done using supervised 

machine learning algorithms like classification 

where the existing employees data where the 

feature set can be a labeled data set denoting the 

features of employees as well as whether the 

employee was a good performer or not. Once the 

classification is done, the performance chance 

of test data can be performed to predict whether 

the prospective candidate is fit for the job. [6] 

Using association rule mining algorithm in 

machine learning, job-finding sites can 

recommend opportunities to job seekers. This 

algorithm works by finding the association of 

recommended jobs with the searches done by 

the job seeker and also by tracking the clicks and 

various posts put up by them Phenom people is 

an example of machine learning based tool that 

connects right talents and right jobs. 

3.2 Employee segmentation 

We have heard a lot on customer segmentation 

where they are divided into segments according 

to which they are catered with their customized 

requirements. Same way employees can also be 

segmented based on criteria like demographic 

features, performance or gender and the like. [4] 

This can be done with the help of machine 

learning algorithms like k-means algorithm. 

Clusters can be formed using k-means algorithm 

according to the characteristics of employees 

which are stored in the dataset. [5] The 

organization can make advantage of this 

clustering by understanding the requirements of 

various clusters of employees. This 

understanding will help the organization in 

looking into genuine requirements and hence 

ensuring retention of employees. 

3.3 Attrition prediction 

Employee Attrition is a major problem faced by 

an organization, which turns out to be costly for 

organizations. It will be highly beneficial for 

organizations if the probability of separation of 

employees can be predicted. It can support 

organizations in devising plans for retention of 

those employees. This prediction can be 

effectively carried out by using machine 

learning algorithms like classification and 

clustering. In classification, the data regarding 

employees can be divided into training data and 
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test data. Machine algorithms are applied on 

training data to understand to classify the 

employees to different categories or classes 

based on the target variable. The test data can be 

used to check whether these classifications are 

right. Thus, a model can be developed to predict 

the results of new data sets. Using clustering 

algorithm, we can group employee data sets into 

different clusters based on the characteristics of 

employees. When a new employee data arrives, 

the algorithm can predict to which cluster it 

actually belongs. The factors leading to 

satisfaction of each cluster can be identified. 

This will give an insight into the methods to be 

adopted to improve retention and thus reduce 

attrition rate in organization. 

Factors like distance from home, monthly 

salary, performance appraisals and the like have 

an enormous impact on the decision of 

employee to stay back in the organization. The 

impact of each factor on employee will be 

different. Readymade tools are available in 

software to find such correlations and 

interdependencies. Python which is a general-

purpose programming language has many 

algorithms used for implementation of machine 

learning. The use of Pythoncan make this 

process very easy. Pythonhas got in built 

libraries which can discover the correlations 

between the features of employees and attrition. 

3.3.1 Attrition analysis on a fictitious data 

set 

The above-mentioned application of machine 

learning in attrition analysis can be 

demonstrated little more in detail with a 

fictitious HR dataset prepared by IBM data 

scientists which is available in Kaggle.The 

dataset has features like age, business travel, 

department, distance from home, monthly 

salary, performance rating and the like of which 

majority are numeric variables and some of 

them are categorical variables. The variable 

attrition represents whether the employee has 

left the organization or not. The variable which 

has values ‘Yes’ and ‘No’ are replaced by 1 and 

0. Other categorical variables showing 

department, gender, job role etc. are changed to 

dummy indicator variables using the function 

get_dummies() from pandas library. For 

example, consider the variable gender which 

assumes values male or female which are 

categorical variables. While converting that to 

numerical variable, two fields as gender_male 

and gender_female are created. If the employee 

is female, gender_male will have value 0 and 

gender_female will have value 1. Same way for 

department also, if there are departments as hr, 

sales etc., there will be fields created as 

department_hr, department_salesetc which 

assumes value 1 if the employee belongs to that 

particular department.  

Some attributes in the data set may be having 

large range of values and some attributes might 

be having small range of values. This 

incongruity may lead to inappropriate 

predictions of attrition. For example, salary may 

be having a high range and gender_male may be 

having binary values 0 and 1. Normalisation 

process will scale the data so that they will fall 

in between a range like 0 to 1. Min max 

normalization is one of the methods for 

performing normalization. In Min-max 

normalization new value is found out by using 

the formula[11] 

Val1 =
val − minval

maxval − minval
(newmaxval

− newminval) + newminval 

Where val is the original value, maxval and 

minval are the maximum and minimum value of 

the attribute, newmaxval and newminval are the 

maximum and minimum in the new range 

specified. 

For example, if salary is between 10,000 and 

50,000, and the new range is [0,1] then the 

scaling for the value 12,000 happens as 

Val1 =
12000 − 10000

50000 − 10000
(1 − 0) + 0 
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    The answer will be 0.05 

There are various factors that have an impact on 

the turnover of employees. Demographic 

features like age, gender, income and the like 

affect the decision of attrition to a great extent. 

There exist positive correlations for certain 

variable and negative correlation of yet another 

set of variables with the target field, i.e. attrition. 

There are inbuilt functions available in python 

libraries to calculate numerically the correlation 

values from the available dataset. Function to 

find correlation will work only for numeric 

variables in python. This problem is taken care 

of by using get dummies which does the 

conversion to numerical variable as mentioned 

earlier. for example, the field Marital Status 

which indicates the marital status of employee 

assumes three values as married, single and 

divorced. This is replaced by three fields Marital 

Status single, MaritalStatus_Married and 

MaritalStatus_Divorced. If the employee is not 

married, the field MaritalStatus_single will have 

value 1 and other two fields will be zero. The 

same is followed for other MaritalStatus values 

also.   This method increases the number of 

fields, but all numerical operations can be 

performed by the conversion by adding 

dummies. 

 

Table.1 Method of Increasing Field 

The variables Environment Satisfaction, Job 

Involvement, Job level, Job Satisfaction, 

Monthly Income, Percent Salary Hike, Total 

Working Years, Years In Current Role are 

having a negative correlation. When there is an 

increase in these factors the chance of attrition 

decreases.  

The correlation also shows that the chance of 

attrition is high for employees who travel 

frequently, employees from sales department, 

male employees, laboratory technicians, sales 

representatives, employees with marital status 

as single and for employees who do more 

overtime. 

The information thus obtained through analysis 

is very vital for organizations for planning 

employee retention programs to reduce the 

turnover of employees. Machine language is 

paving way of getting right information at the 

right time for a right decision. 

While doing an analysis, visual representation 

gives a clearer picture for further action. The bar 

graph below represents the relationship between 

marital status and attrition. The plot shows that 

attrition is high for employees who are not 

married.  The plotting is done with the help of 

seaborn which is a statistical data visualization 

library available in python. 
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Figure 2: Plot showing the relationship 

between employees leaving the 

company with respect to marital status. 

Business travel is another factor having an 

impact on attrition of employees. The figure 

blow shows visual representation of number of 

employees where attrition = 1(yes) and number 

of employees where attrition=0(No) for each 

category of Business travel as Travel_Rarely, 

Travel_Frequently and Non_travel. The figure 

depicts that the attrition percentage is more for 

employees who travel frequently. The plot can 

again be drawn with seaborn. 

 

 

 

Figure 3: Plot showing the relationship 

between employees leaving the 

company with respect to business travel. 

Job role also has impact on attrition of 

employees. The figure below demonstrates 

visual representation of number of employees 

where attrition = 1(yes) and number of 

employees where attrition=0(No) for each 

category of JobRole. The figure depicts that the 

attrition percentage is more for employees who 

work as Sales Representatives.  
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Figure 3: Plot showing the relationship 

between employees leaving the 

company with respect to job role. 

 

3.3.1.1Finding and visualizing important 

features using random forest 

Random forest is a supervised machine learning 

algorithm. Random forest proposes certain 

methods for extracting the most important 

features which are having more impact on the 

target variable. In our example we can extract 

important features having an impact on the 

attrition of an employee. The understanding of 

features of priority will help the employer to 

concentrate on improvement of these features so 

that the employee will stay back in the 

organization. 
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Figure 5: Plot showing most important 20 

attributes affecting Attrition as given by 

random forest algorithm 

It is evident from the following figure that 

Monthly Income is having a huge effect on the 

level of attrition. Other most important nineteen 

more features are also depicted in the figure. 

This will provide insight to the strategic 

planning members of organization for attaching 

required priorities to the benefits provided. 

3.3.1.2Building an attrition prediction 

model 

Apart from understanding the features regarding 

employees and its impact on attrition, machine 

learning algorithms can also build attrition 

prediction models which can predict whether an 

employee would prefer to continue in the 

organization or there exists a probability for the 

employees to leave. These models can be 

developed using programming languages like R 

or Python. Data mining techniques like 

classification or clustering is performed in the 

models.  

While implementing classification, the whole 

dataset can be divided into training data and test 

data. Training data identifies a pattern of 

behavior to classify the dataset based on the 

attrition value as 1 or 0 denoting whether 

employee has resigned or is still continuing in 

organization. The test data can be tested to see 

the accuracy of the proposed classification. This 

classification will help in the prediction of 

attrition in a new dataset.[9] 

Naïve Bayes, Support Vector Machine, K 

Nearest Neighbour, Logistic Regression, MLP 

Classifier, XG Boost are some of the 

classification algorithms used for building 

prediction models. The performance of the 

algorithms shows variation in different data sets. 

XGBoost has exhibited good performance with 

attrition data sets. Performance of algorithms 

can be compared by measuring accuracy, model 

runtime and memory 

utilization.[12][13][14][15] 

Clustering techniques creates clusters of 

datasets showing certain patterns of behavior. It 

is an unsupervised algorithm. [10] The attrition 

prediction of new data can be predicted by 

identifying the cluster to which it belongs. K 

means algorithm is a very popular clustering 

technique where the entire data set is divided 

into k clusters. A data record will be belonging 

to one of the k clusters. K means is a non-

hierarchical clustering technique. Another 

popular clustering is Fuzzy Hierarchical 

clustering where a data record can belong to 

more than one cluster. A membership value is 

associated with each data record to identify the 

level of proximity to clusters. [17] Fuzzy 

algorithms can work on categorical and 

numerical data whereas in k means only 

numerical data is accepted. But because of the 

calculations involved it might consume more 

time than K Means.[18] 

4. Conclusion 

Machine learning can change the way the 

human resource management domain functions 

in an organization. It is making changes in all 

aspects of human resource management starting 

from human resource planning. Enormous data 

is available in human resource information 

systems (HRIS) available in organizations. 

Personal data of employees are also available in 

their social networking sites like LinkedIn, 

Facebook and also in blogs. It is up to the 

organization to unleash the potential of such 

data and convert that into valuable insights and 

predictions for a better functioning of 

organization. 
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